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compensation, provided there is no payment of any monetary compensation in
connection with the exchange of copyrighted works.

If You Distribute, or Publicly Perform the Work or Collections, You must, unless
a request has been made pursuant to Section 4(a), keep intact all copyright notices
for the Work and provide, reasonable to the medium or means You are utilizing:
(1) the name of the Original Author (or pseudonym, if applicable) if supplied,
and/or if the Original Author and/or Licensor designate another party or parties
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to the extent reasonably practicable, the URIL if any, that Licensor specifies to be
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manner at least as prominent as the credits for the other contributing authors. For
the avoidance of doubt, You may only use the credit required by this Section for
the purpose of attribution in the manner set out above and, by exercising Your
rights under this License, You may not implicitly or explicitly assert or imply any
connection with, sponsorship or endorsement by the Original Author, Licensor
and/or Attribution Parties, as appropriate, of You or Your use of the Work,
without the separate, express prior written permission of the Original Author,

Licensor and/or Attribution Parties.
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licensing scheme cannot be waived, the Licensor reserves the exclusive
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7. Termination

a. This License and the rights granted hereunder will terminate automatically upon
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If any provision of this License is invalid or unenforceable under applicable law, it
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License, and without further action by the parties to this agreement, such provision
shall be reformed to the minimum extent necessary to make such provision valid
and enforceable.
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under this License, such additional rights are deemed to be included in the
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Creative Commons may be contacted at http://creativecommons.org/.
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1. Introduction

PSYCHOHISTORY - ... Gaal Dornick, using non-mathematical concepts, has
defined psychohistory to be that branch of mathematics which deals with the reactions
of human conglomerates to fixed and social stimuli...

Isaac Asimov, F oundation’

Isaac Asimov is usually placed at or near the top of any listing of the most important
science fiction writers. His works have introduced a number of concepts that have
captivated the imagination of the public and, perhaps more importantly, inspired
scientists, to the extent that some of his ideas have been the subject of academic
consideration. The Three Laws of Robotics, for example, introduced in his short story,
Runaround, have informed research and debate in the fields of artificial intelligence,
robotics and information technology.” Psychohistory, another important concept
explored in Asimov’s novels, could be described as the scientific prediction of the
behaviour of large human conglomerates acting in large numbers. In his Foundation
series, Asimov recounts the way in which this mathematical modelling of a large
Galactic society is performed, and the problems that ultimately arise from trusting such

mechanisms. Psychohistory is based on three postulates:

1. The population under study must be unaware that the predictions are taking place.
2. The predictions must be conducted over periods of three consecutive generations.
3. To ensure the accuracy of statistical probability, the population in question must

number in the billions.

1. Asimov I, Foundation, London: Octopus Books (1983), p.17.
2. See for example: Clarke R, “Asimov’s Laws Of Robotics: Implications for Information Technology”
26:12-27:1 IEEE Computer (1993-1994).
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One of the main plots in the Foundation novels is that a hidden cabal is dedicated to
making sure that history continues along the path predicted by its inventor,
mathematician Hari Seldon. Asimov seems to imply that the predictive science of
psychohistory is doomed to eventual failure because it can only foresee large events, and
it does not (and cannot) take into account the actions of remarkable individuals. He
suggests that human and robotic intervention is necessary for the accuracy of
psychohistory, which can be taken as a satisfying compromise between determinism and
free will, mechanism and individuality.

Despite this apparent indictment, the predictive capacity of psychohistory remains a
powerful ideal for some. Nobel Prize winning economist Paul Krugman cites

psychohistory as one of the reasons he studied economics:

Those who read [science fiction] may be aware of the classic Foundation trilogy by
Isaac Asimov. It is one of the few science fiction series that deals with social scientists
— the ‘psychohistorians’, who use their understanding of the mathematics of society to
save civilization as the Galactic Empire collapses. I loved Foundation, and in my early
teens my secret fantasy was to become a psychohistorian. Unfortunately, there’s no
such thing (yet). [...] As for social sciences other than economics, I am interested in
their subjects but cannot get excited about their methods — the power of economic
models to show how plausible assumptions yield surprising conclusions, to distil clear
insights from seemingly murky issues, has no counterpart yet in political science or
sociology. Someday there will exist a unified social science of the kind that Asimov
ima}gined, but for the time being economics is as close to psychohistory as you can
get.

The present work does not assume to be a study in psychohistory. I am using the
concept to illustrate a vital concept that will be proposed throughout the following
pages. This book is concerned with a narrow and specific area of legal study, that of

Internet regulation. Psychohistory cannot be written in this way, but the idea behind it

remains. The underlying assumption in this work is that there are analytical and

3. Krugman P, Incidents from my Career, http://web.mit.edu/krugman/www/incidents.html.


http://web.mit.edu/krugman/www/incidents.html

Introduction 3

descriptive tools that are more comfortable in the realm of mathematics than in the
social sciences. Before describing the objective and reach of this work, I will try to

explain the background to the idea that one can bring both together.

A SHORT HISTORY OF PSYCHOHISTORY

One of the presuppositions of the study of human interaction is that human behaviour is
too complex and chaotic to allow anything even remotely like psychohistory to take
shape. This seemingly insurmountable stumbling block is at the heart of the stark
methodological division that exists between the natural and social sciences, a split that
has become an almost unshakeable feature of modern academia, and that is played out
on a daily basis in university campuses around the world. It is perhaps important to point
out that although we have grown accustomed to the separation of the hard sciences and
social disciplines, this division is a relatively recent development. While social sciences
may be seen as the poor relative of scientific endeavour, they have, over extended
periods of time, aspired to adopt methodological approaches used in the study of natural
phenomena.4 It was the work of authors such as Habermas, Bernstein and Marcuse that
defined and expanded the gap and promoted the idea that the social sciences are an
entirely separate set of disciplines, with their own methodology and approach to
empirical research.” Since then, social science has become involved in critical theory,
and increasingly split from the ideals of what Habermas calls materialistic science,

becoming something else entirely.

4. Bernstein RJ, The Restructuring of Social and Political Theory, Philadelphia: University of
Pennsylvania Press (1978), p.xvi.

5. Particularly relevant to this debate is: Habermas J, Knowledge and Human Interests, 2nd [English] ed,
London: Heinemann Educational (1978), Chapter 3.
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Figure 1.1 Fields of science according to purity’

The critical theory that has characterised many social sciences since the latter part of
the 20th century can be seen as a reaction to the hierarchical and structured view of the
world that had dominated Western thought since the Enlightenment. As a reaction to this
materialist world, the social sciences adopted a non-hierarchical and unstructured way of
looking at reality.” In certain extreme versions of critical theory a form of relativism
rules, in which it is possible to deconstruct almost anything —including natural science—
into its cultural origins. This trend further reinforced the schism between the natural and
the social sciences, resulting in an acrimonious divorce and eventually to the Sokal hoax.
Physicist Alan Sokal published an article in the prestigious social science journal Social
Text, claiming to establish a critical theory of quantum gravity,® a spoof that served to
polarise opinions in both areas of study. On the one hand, some natural scientists could
not disguise their contempt and glee at the comeuppance of disciplines that some

consider little more than gibberish.” The response of cultural theorists, on the other hand,

o

Xked, Purity, http://xkcd.com/435/ (released under a Creative Commons licence).

Hart K, Postmodernism: A Beginner’s Guide, Oxford: Oneworld (2004).

8. Sokal AD, “Transgressing the Boundaries: Toward a Transformative Hermeneutics of Quantum
Gravity”, 14:1-2 Social Text 217 (1996).

9. With varying degree of animosity. For some reactions, see: Koertge N, 4 House Built on Sand:

Exposing Postmodernist Myths About Science, Oxford: Oxford University Press (1998).
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ranged from the meek recognition that something might be wrong, to a barrage of
invective directed at Sokal.'’

An interesting introspection arose, however, out of the Sokal affair, and there seems to
be genuine willingness to try to get past the science wars.'' There is a legitimate
argument to be made about the uselessness of furthering the current state of affairs.
Should science remain split between the seemingly objective physical sciences and the
presumably subjective social sciences? Is there room for philosophers to have a say
about natural phenomena, and for mathematicians to comment on social issues? As has
been hinted at already, the scientific split is relatively recent, and there is growing
interest in reverting to a more interdisciplinary approach to the relationship between the
natural and social sciences. Philip Ball calls it the physical modelling of human social
systems,'? which can be described as the use of methodological and empirical tools
prevalent in the physical sciences to describe social interaction. In other words, the
science of psychohistory is born.

The creation of a branch of study that employs tools used in the study of mould, gases
and sub-atomic particles, and applies them to complex human behaviour, is the logical
result of a line of thought that has been growing in credence since the Enlightenment:
that social sciences have the capacity for more predictive precision, much like the so-
called hard sciences of chemistry, physics and biology. Such a powerful idea may seem
counter-intuitive to those in the academic world who have come to rely and thrive on the
clear separation of disciplines described above. The idea that societies might respond
along deterministic paths, and that their behaviour could be charted by physics and
mathematics contradicts the concepts of agency and free will that have dominated much

of philosophical thought in the last centuries. This modern idea that human affairs are

10. See for example: Newman F, “One dogma of dialectical materialism”, 1 Annual Review of Critical
Psychology 83 (1999).

11. Two thoughtful pieces in the journal Physics Today can be highlighted as offering a balance view of
the affair: Gottfried K, “Opinion — Was Sokal’s Hoax Justified?”, 50:1 Physics Today 5 (1997); and
Beller M, “The Sokal Hoax: At Whom Are We Laughing?”, 51:9 Physics Today 7 (1998).

12.Ball P, “The Physical Modelling of Human Social Systems”, 1 Complexus 190 (2003).
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akin to the exact sciences can, however, be traced back to the 17th century, when several
philosophers sought to address both natural and human philosophy. Gottfried Wilhelm
Leibniz is perhaps one of the best examples of a man who was comfortable talking about
the nature of matter'® and comparative history,'* and in whose works one may find in the
same paragraph mathematical equations and musings about human freedom. "

One could argue that such overlap of magisteria was the logical result of the nature of
human progress at that time, as philosophers dealt interchangeably with the natural
world, theological discourse and social phenomena. One could also say that the eventual
schism between social and physical sciences became necessary once the number of
subjects of study became too vast for any one person to handle, preventing furtherance
of knowledge in their field of study. The Renaissance Man has become a figure of times
past, and specialisation is the norm. I answer these hypothetical objections with two
questions. Were our predecessors wrong to try to look at human endeavours with the
same analytical tools that informed their scientific thinking? Has this apparent divorce
between mathematics and society been for the best?

At a time when the secrets of the universe were being unlocked, and during which
nature displayed astonishing exactitude, it must have been tempting to assume that the
mysteries of the inner workings of society would also eventually be uncovered to show
similar clockwork precision.'® Seventeenth century philosopher Thomas Hobbes is often
referred to as the father of the mechanistic view of society.!” Although he is better
known for his political philosophy, Hobbes was clearly inspired by his mentor Francis

Bacon, the father of natural philosophy. In his works we encounter a strong adherence to

13. Leibniz GWF, Monadology and Other Philosophical Essays, Indianapolis, IN: Bobbs-Merrill
Company (1965).

14. Perkins F, Leibniz and China: A Commerce of Light, Cambridge: Cambridge University Press (2004).

15. Leibniz GWF, “Freedom and Possibility”, in Philosophical Essays, Indianapolis, IN: Hackett
Publishing (1989), pp.19-22.

16. Vinnicombe T, “Thomas Hobbes and the Displacement of Political Philosophy”, 32:8 International
Journal of Social Economics 667 (2005), p.668.

17. For example, Ball P, Critical Mass: How One Thing Leads to Another, London: Arrow Books (2004),
pp.7-37.
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rationality and the stricture of social systems that is the precursor of political thought in

the following centuries. In the Leviathan, he wrote:

To conclude, the light of humane minds is perspicuous words, but by exact definitions
first snuffed, and purged from ambiguity; reason is the pace; increase of science, the
way; and the benefit of mankind, the end. And, on the contrary, metaphors, and
senseless and ambiguous words are like ignes fatui; and reasoning upon them is
wandering amongst innumerable absurdities; and their end, contention and sedition, or
contempt.18
Although Hobbes predates the work of Isaac Newton, his words herald a world in
which it is the precision of science that presents us with the first glimpse of the
attainability of objective truth. It is the clockwork universe unveiled by Newton that
seems to have unleashed a new generation of philosophers intent on marrying the

Hobbesian ideals of society and the exactitude of mathematics. Philip Ball comments

that:

A political scientist taking a chronological approach would track the trajectory of

Hobbes’s thought via Locke to later thinkers that believed there could be a ‘calculus

of society’. Along this path we would uncover Jeremy Bentham’s utilitarianism in the

late eighteenth century, an attempt to harmonize the individual’s personal happiness
with the interests of society. [...] Bentham and the Philosophical Radicals, who
included John Stuart Mill, paved the way for the socialism of Karl Marx."

It is also in the 17th century that another vital relationship between mathematics and
social sciences starts to appear: that of finance and economics. The foundations of a
theory of supply and demand were, for example, famously laid by John Locke in a letter
to the Members of Parliament in 1691.%° Similarly, an often overlooked fact is that a few

years later, in 1696, Sir Isaac Newton took on the role of Warden of the Mint, and in

1699 became Master of the Mint. He is credited (or discredited depending on your point

18. Hobbes T, Leviathan, New York: Barnes & Noble Publishing (2004), p.30.

19. Ball, supra note 17, p.34.

20. Locke J, “Some Considerations of the Consequences of the Lowering of Interest and the Raising the
Value of Money”, in Medema SG and Samuels WJ (eds), The History of Economic Thought: A
Reader, London: Routledge (2003), pp.57-77.
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of view) with having moved Britain from the silver to the gold standard®' during this
crucial period, thereby shaping an English monetary policy that was to endure into the
20th century. It is no coincidence that these two figures, more famous for their political
and scientific works, were united in their interest in monetary policy. After all, the
mystery of the markets may have seemed like just another area of potential discovery for
the soundest minds of the time.

Given this background, it should come as little surprise that Adam Smith, the father of
free market economics, was also a philosopher. Smith’s earlier academic life was spent
teaching logic and moral philosophy at Glasgow University, and it was only later that he
turned his attention to law and economics.”> He is perhaps the best representative of the
line of thinkers that believed in hidden forces behind social phenomena. In both The
Theory of Moral Sentiments,” and The Wealth of Nations,”* Smith introduces the idea
that market actors, while pursuing self-interest, are guided by an invisible hand that acts
to the benefit of society. While much ink has been spent on discussing the precise
meaning of Smith’s invisible hand,” it is clear that Smith believed that human
endeavours were controlled by hidden currents, expressing what was perhaps a precursor
to the ideas of complexity and emergence that will be subject of this book.

At the other side of the political spectrum, philosopher and social scientist Friedrich
Engels also dedicated considerable time to discussion of the natural sciences. In Herr
Eugen Diihring’s Revolution in Science and in his unfinished work, Dialectics of Nature,
Engels proposes ways in which socialist dialectics could be applied to the latest
developments in science and mathematics. Simply put, dialectics is a way of looking at

history and society as opposition, negation and transformation in smooth and constant

21.For more about this, see: Findlay-Shirras G and Craig JH, “Sir Isaac Newton and the Currency”,
55:218 The Economic Journal, (1945), pp.217-241.

22.Buchan J, The Authentic Adam Smith: His Life and Ideas, New York: W.W. Norton (2006).

23.Smith A, The Theory of Moral Sentiments, New York: A.M. Kelley (1966), IV.1.10.

24.Smith A et al, An Inquiry into the Nature and Causes of the Wealth of Nations, Indianapolis, IN:
Liberty Press (1981), IV.2.9.

25.For example, see: Minowitz P, “Adam Smith’s Invisible Hands” 1:3 Economy Journal Watch 381
(2004).
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fluctuation. Engels believed that natural scientists could learn from the methodology

contained in dialectics by forgetting their own preconceptions. He wrote:

Nature is the proof of dialectics, and it must be said for modern science that it has
furnished this proof with very rich materials increasing daily, and thus has shown that,
in the last resort, nature works dialectically and not metaphysically. But the naturalists
who have learned to think dialectically are few and far between, and this conflict of
the results of discovery with preconceived modes of thinking explains the endless
confusion now reigning in theoretical natural science, the despair of teachers as well
as learners, of authors and readers alike.*®

Karl Marx was heavily inspired by Engels, yet he goes further in his ideas about
history. In truly psychohistorian fashion, Marx believed that not only was history shaped
by Engels’ dialectics, but that history could be read scientifically and that economic laws
drove all markets, be they labour or commodities.>” Those who could understand these
laws could therefore foresee the result of future social conflicts.

These are just some illustrations of the strong philosophical tendency to borrow the
language and methods of so-called hard sciences for use in the charting of social
phenomena. There is an abundance of other scholars, scientists and thinkers who may be
cited for their adoption of physical modelling,” but it is not the objective of this work to
provide a comprehensive examination of them.

Despite the eventual divorce of the natural and the social described above, some of
these ideas survived (and thrived) in the 20th century. The torch-bearer of
interdisciplinary studies since the writings of Adam Smith has been economics, and in
that discipline, one of the foremost examples of the attempt to understand human

behaviour through the language of mathematics can be found in the discipline of game

theory. Put simply, game theory is a systematised way of ascribing mathematical

26. Engels F and Diihring EK, Anti-Diihring: Herr Eugen Diihring’s Revolution in Science, London:
Progress Publishers, (1954), p.4.

27. Particularly in: Marx K, Wage Labour and Capital, Whitefish, MT: Kessinger Publishing, (2004),
pp-32-36.

28. For a more detailed history of the physical modelling of social sciences, see Ball, supra note 17,
chapters 1-4.
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reasoning to decisions involving other players, and therefore trying to analyse strategic
situations in order to attribute potential outcomes to each decision.”

While economics and game theory are indicative of the possibility of social
mathematical modelling, it is perhaps the very existence of these disciplines that is to
blame for the prevalence of the science wars. There is something distasteful about
reducing human decisions to basic binary choices between favourable and unfavourable
outcomes, as though human beings were machines with little rational choice in these
decisions. Implicit in the physical modelling of social interactions described since the
time of Hobbes lies the presumption that humans make predictable choices, that society
is to an extent deterministic, and that history is nothing more than a collection of
dialectic points and counterpoints. Looking at the science in this way, there is little
wonder that some in the social sciences have rebelled against such a reductionist view of
human beings. In the words of documentary maker Adam Curtis, game theory and other
similar mathematical explanations of social phenomena offers us a “simplistic view of

human beings as self-seeking, almost robotic creatures”.””

OBJECTIVES

Despite objections to the idea that human affairs can be the subject of statistical
predictive analysis, this book follows a line of thought similar to that which inspired
some of the philosophers and scientists mentioned above. It is one of the starting
premises of the present work that several social phenomena follow certain predictable
patterns that can be quantified and accurately described using mathematical tools. If
such assumption is warranted, as I believe that it is, then such predictive and descriptive
tools could be very useful to the law in its efforts to regulate human affairs in a much

more efficient manner. This book, then, starts with a general statement: that regulators

29. Davis MD, Game Theory: A Nontechnical Introduction, Rev. ed, London: Dover Publications,
Constable (1997), pp.3-9.
30. Curtis A, The Trap — What Happened to our Dream of Freedom, BBC (2007), Episode 3, 0:17.
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should try, wherever possible, to use the physical methodological tools presently
available in order to draft better legislation. While such an assertion may be applied to
the law in general, this work will concentrate on the much narrower area of Internet
regulation and the science of complex networks.

The Internet is the subject of this book not only because it is my main area of
research, but also because —without over-emphasising the importance of the Internet to
everyday life’’— one cannot deny that the growth and popularisation of the global
communications network has had a tremendous impact on the way in which we interact
with one another. The Internet is, however, just one of many interactive networks. One
way of looking at the complex and chaotic nature of society is to see it as a collection of
different nodes of interaction. Humans are constantly surrounded by networks: the social
network, the financial network, the transport network, the telecommunications network
and even the network of our own bodies. Understanding how these systems operate and
interact with one another has been the realm of physicists, economists, biologists and
mathematicians. Until recently, the study of networks has been mainly theoretical and
academic, because it is difficult to gather data about large and complex systems that is
sufficiently reliable to support proper empirical application. In recent years, though, the
Internet has given researchers the opportunity to study and test the mathematical
descriptions of these vast complex systems. The growth rate and structure of cyberspace
has allowed researchers to map and test several previously unproven theories about how
links and hubs within networks interact with one another. The Web now provides the
means with which to test the organisational structures, architecture and growth of
networks, and even permits some limited prediction about their behaviour, strengths and
vulnerabilities.

The main objective of this book is first and foremost to serve as an introduction to the
wider legal audience to some of the theories of complexity and networks. The second

objective is more ambitious. By looking at the application of complexity theory and

31. What I call the “Internet has Changed Everything” fallacy.
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network science in various areas of Internet regulation, it is hoped that there will be
enough evidence to postulate a theory of Internet regulation based on network science.

To achieve these two goals, Chapter 2 will look in detail at the science of complex
networks to set the stage for the legal and regulatory arguments to follow. With the
increase in reliability of the descriptive (and sometimes predictive) nature of network
science, a logical next step for legal scholars is to look at the legal implications of the
characteristics of networks. Chapter 3 highlights the efforts of academics and
practitioners who have started to find potential uses for network science tools. Chapter 4
takes this idea further, and explores how network theory can shape Internet regulation.

The following chapters will analyse the potential for application of the tools described
in the previous chapters, applying complexity theory to specific areas of study related to
Internet Law. Chapter 5 deals with the subject of copyright in the digital world. Chapter
6 explores the issue of peer-production and user-generated content using network
science as an analytical framework. Chapter 7 finishes the evidence section of the work
by studying the impact of network architecture in the field of cybercrime, and asks
whether the existing architecture hinders or assists efforts to tackle those problems.

It is clear that these are very disparate areas of study. It is not the intention of this
book to be overreaching in its scope, although I am mindful that it covers a lot of ground
and attempts to study and describe some disciplines that fall outside of my intellectual
comfort zone. While the focus of the work is the Internet, its applications may extend
beyond mere electronic bits. Without trying to be over-ambitious, it is my strong belief
that legal scholarship has been neglectful in that it has been slow to respond to the
wealth of research into complexity. That is not to say that there has been no legal
research on the topic, but it would seem that lawyers, legislators and policy-makers are
reluctant to consider technical solutions to legal problems. It is hoped then that this work
will serve as a stepping stone that will lead to new interest in some of the theories that I

describe.
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SOME NOTES ON METHODOLOGY

As stated, this book has one overriding purpose, and that is to serve as an introduction to
legal audiences to some of the topics explored by complexity theory and network
science. I am painfully aware that this implies a need to explain concepts of physics and
mathematics to audiences who may have no training in either. When writing A Brief
History of Time, Stephen Hawking remarked that an editor had warned him that the
inclusion of any equation would potentially halve the number of readers. Following that
advice, this book will attempt to use non-mathematical explanations of the many
concepts involved. This compromise is an attempt to inspire the legal reader to consider
research that would otherwise be ignored because of the maths. The source material has
in all cases been carefully cited to enable interested readers to access the original, replete
with accompanying equations.

As the work purports to explain interdisciplinary studies, I am also conscious that in
some instances I may have failed to convey the theories adequately. In those

circumstances, the fault is solely mine.






2. The Science of Complex Networks

Out of intense complexities intense simplicities emerge.
Winston Churchill'

Kevin Bacon is in many ways an unremarkable movie star. From his cultural
breakthrough in Footloose, to some of his forgettable roles in several 1990s romantic
comedies, he has enjoyed critical success in films such as Frost/Nixon, Apollo 13 and
JFK. Nonetheless, he became part of Internet history as one of the first online memes
when in 1994 he became the subject of the “Six Degrees of Kevin Bacon” game.” The
game consists of trying to tie any randomly chosen actor to Kevin Bacon in less than six
steps; the fewer steps the better. The origin of the meme is disputed, it could be because
of his prolific acting career, or it could be that his name rhymes with separation, but the
truth is that when one Usenet post made the claim that Bacon was the centre of the
movie universe, and went on to try to prove it,’ the Kevin Bacon game was born. The
rest, as they say, is history.

The interesting thing about the Kevin Bacon game is that it serves to demonstrate a
branch of studies into networks and complexity known as the small world phenomenon,
which will be covered in detail later. A seemingly anodyne Internet meme has spawned
a number of papers in reputable publications which describe the game, and go further
into describing the phenomenon. It is through some of this research that we find that the

network of actors is small enough that it ensures there usually will not be more than four

1. Churchill W, The World Crisis, 1911-1918, Nel Mentor ed, London: New English Library (1968),
p75.

2. A version can be found here: http://www.thekevinbacongame.com/.

3. See the original thread at: http://tinyurl.com/bfg9mr.
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connections between any given thespian;* we also learn that there are actors who are
more connected than Kevin Bacon, such as Rod Steiger, Martin Sheen and Christopher
Lee;” or that the short paths between actors characteristic of the Bacon game can be seen
throughout other social clusters.’

The “Six Degrees of Kevin Bacon” is just a popular culture application of the wealth
of research going into networks and complexity that has been experienced in the last
decade. At their most basic level, several physical and social systems can be viewed
through the study of links, nodes and hubs that constitute them. Complex network theory
looks at how these operate, and offers valuable descriptive insights into their inner
workings and development. Be it a relatively small social network such as that made up
of screen actors and actresses, or vast computer networks such as the Internet,
researchers have been finding some common denominators that help to analyse the
behaviour of clusters. This chapter describes those studies and theories relevant to the

rest of the book.

1. THE NETWORK SCIENCE REVOLUTION

In common parlance the word “network” is used to describe all sorts of phenomena
where there is an interconnected plurality of individual elements. Therefore, we have
telecommunication networks, social networks, transport networks, power networks,
broadcasting networks, etc. In its daily usage, networks are consequently defined as “any
netlike or complex system or collection of interrelated things”.” While this is an
adequate description of what networks are, the common usage of the word acquires a
more precise meaning when looked at from a scientific standpoint. Mark Buchanan

defines the scientific meaning of networks thus:

4. Adamic LA, “The Small World Web”, 1696 Lecture Notes in Computer Science 443 (1999), p.444.

Durrett R, Random Graph Dynamics, Cambridge: Cambridge University Press (2007), p.7.

6. Gray E et al, “Trust Propagation in Small Worlds”, 2692 Lecture Notes in Computer Science 239
(2003), pp.241-243.

7. Oxford English Dictionary, “Network”, 2nd Edition (1989).

(9,
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The study of networks is part of the general area of science known as complexity
theory. In an abstract sense, any collection of interacting parts —from atoms and
molecules to bacteria, pedestrians, traders on a stock market floor, and even nations—
represents a kind of substance. Regardless of what it is made of. That substance
satisfies certain laws of form, the discovery of which is the aim of complexity theory.®
The understanding of how networks operate and interact with one another has been
studied by physicists, economists and mathematicians for centuries. The birth of modern
network theory can be traced to what is known as graph theory. In 1736, mathematician
Leonard Euler published a classic paper answering what was known as the Konigsberg
bridge problem, which answered negatively the question of whether one could cross
across the seven bridges of the Prussian city of Konigsberg without having to cross the
same bridge twice (Figure 2.1).” By applying a mathematical solution to this seemingly
mundane problem, Euler established the methodological basis for the study of networks.
The basis of the systematic study of networks is that at their basest form, they consist of
individual elements known as nodes (or vertices), which connect to one another through
links (or edges), typically in pairwise fashion, but they can also be unidirectional.'
Graph theory can be used to chart paths through edges and vertices within any given

network in similar fashion to that explained by Euler. Graph theory also provides the

common convention to represent networks. H

8. Buchanan M, Small World: Uncovering Nature’s Hidden Networks, London: Phoenix (2003), p.10.

9. Euler L, “Seven Bridges of Konigsberg”, in Newman JR (ed), The World of Mathematics, Vol. 1,
Mineola, NY: Courier Dover Publications, (2000), pp.573—-580.

10. Newman MEJ, Barabasi A-L and Watts DJ, The Structure and Dynamics of Networks, Princeton, NJ,
Oxford: Princeton University Press (2006), pp.2—3.

11.Ibid.
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Figure 2.1 Graphical representation of the Kénigsberg bridge problem'

While the descriptive power of graph theory offered a powerful tool for
mathematicians, its adoption to describe other networks was slow because its application
was limited to static events. Eventually, scientists in other areas started to realise that
one could look at several types of complex interactions using graph theory. One way of
looking at it is to take the graphical representation of a travel across bridges, and replace
it with the way in which information spreads through a social group, and then one can
begin to see how graph theory describes other sorts of other interactive systems
consisting of individual elements."?

However, charting static networks such as transportation hubs is one thing, but trying
to chart random and dynamic networks involved levels of complexity that required a
new frame of reference because the nodes and links are in constant movement. Using

Euler’s bridges again, it is relatively easy to create graphs that represent the possible

12. The seven bridges of Konigsberg with superimposed graph solution to the problem. Created by the
author from: http://commons.wikimedia.org/wiki/File:Image-Koenigsberg Map by Merian-
Erben 1652.jpg (original in the public domain).

13. Newman, supra note 10.
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paths through static landmarks. But what happens if one is trying to create a graph that
represents how information travels through dynamic networks? Take, for example, how
a piece of gossip travels through a dinner party. Using each person as a node in the
network, and linking who spoke with whom, one could construct a graph, but how
would it be possible to chart whether or not the information was passed during any given
exchange? If in this party A and B do not talk to each other, but the gossip eventually

travels to B, is it possible to determine the path that the information took? (Figure 2.2).
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Figure 2.2 Random spread of information
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In 1951 biophysicists Ray Solomonoff and Anatol Rapoport noticed the problem
presented by dynamic networks when trying to chart data in biological systems, such as
neurons and epidemics.'* They found that these networks require a different set of
analysis, but they just postulated the problem, they did not formulate solutions. By 1960,
Hungarian mathematicians Paul Erdds and Alfréd Rényi had established a mathematical

solution that accounted for some dynamic interactions by assigning random paths to the

14. Solomonoff R and Rapoport A, “Connectivity of Random Nets”, 13 Bulletin of Mathematical
Biophysics 107 (1951).
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information;" this means that they would assign random number of connections to the
nodes in a network. Going back to our gossip example, it does not really matter how the
information gets from A to B as long as we know that the information goes through
some of the intervening connectors; for explanatory purposes it is possible to assign a
random path to the information, even if this is neither precise nor accurate — what
matters is the end result. Erdés and Rényi’s solution allowed the study of large-scale
complex and dynamic networks, and it facilitated the further spread of graph theory as a
useful model to analyse networks that had remained outside the grasp of graph theory.
For example, models were presented that could try to chart information in social
networks, or attempted to model social interactions.'® For example, a study in 1978 tried
to answer the question of how many people exert influence over others with whom they
are in contact, and while the authors complained that they had generated more questions
than they answered, they were able to produce valuable models of influence networks.'’
Thanks to the analytical tools provided by random graphs, network theory had grown
into a veritable branch of economics and sociology, and had come of age.

It would be easy to overestimate the importance of network theory in the real world,
but its importance has been continuously increasing. Once it migrated from the realm of
mere mathematics to that of social studies, the application of graph theory to random
networks had revolutionised the potential study of several dissimilar disciplines. The
work of researchers like Erdds and Rényi had allowed the creation of a new branch of
study that would cement theoretical principles for what was to become the modern
discipline of network theory.

It is possible to imagine that if things had remained as they were, network theory may

have remained an academic oddity. However, recent years have seen an explosion of

15.Erdos P and Rényi A, “On the Evolution of Random Graphs”, 6 Bulletin of the Institute of
International Statistics 261 (1961).

16. Rapoport A and Horvarth V, “A Study of a Large Sociogram” 6 Behavioral Science 279 (1961).

17. Sola-Pool I and Kochen M, “Contacts and Influence”, 1 Social Networks 5 (1978).
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research in the topic, prompting the creation of what some call the “new” science of

networks. The aim of this field of study is explained thus:

We argue that the science of networks that has been taking shape in the last few years
is distinguished from preceding work on network in three important ways: (1) by
focusing on the properties of real-world networks, it is concerned with empirical as
well as theoretical questions; (2) it frequently takes the view that networks are not
static, but evolve in time according to various dynamic rules; and (3) it aims,
ultimately at least, to understand networks into just as topological objects, but also as
the framework upon which distributed dynamical systems are built.'®

This is a crucial point. Network science is not only a theoretical approach to complex
systems, but it is concerned with practical application of the theory. One of the main
events that have prompted the explosion of research into networks is the advent of the
World Wide Web (WWW). There is little doubt that the Internet has given scientists the
opportunity to study and test several of the pre-existing mathematical models of
complex networks.'” Although the Web is composed of billions of pages, its fast growth-
rate and international reach allows researchers to map and examine several ideas about
how networks interact. With a combination of the characteristics of online hyper-linking,
and the help of spiders and web crawlers,” researchers have the means to test the
organisational structures of the architecture and behaviour of networks.

Much of the current interest in networks can be traced back to a series of popular
science books dedicated to publicising the latest developments in this area of research.

Titles of note are Linked by Albert-Laszlo Barabasi,”' The Tipping Point by Malcom

18. Newman, supra note 10, p.4.

19. See for example: Broder A et al, “Graph Structure in the Web”, 33 Computer Networks 30 (2000);
Faloutsos M, Faloutsos P and Faloutsos C, “On Power-Law Relationships of the Internet Topology”,
29 Computer Communications Review 251 (1999).

20. A web crawler is a computer program that browses the Internet in an automated and predetermined
manner. See: Brin S and Page L, “The Anatomy of a Large-Scale Hypertextual Web Search Engine”,
30(1) Computer Networks and ISDN Systems 107 (1998).

21.Barabasi A-L, Linked: The New Science of Networks, Cambridge MA: Perseus Pub. (2002).
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Gladwell,”? Critical Mass by Philip Ball*® and Six Degrees by Duncan J Watts.** These
“pop science” credentials could make those unfamiliar with the literature suspicious
about the validity and reliability of network theories,”” but this scepticism would be
misplaced, as most of these books have sound peer-reviewed research behind them, and
in most instances they have been written by the primary investigators themselves.
Network theory makes several conclusions and predictions that arise from empirical
research and theoretical analysis. Some of these are more relevant to the present book
than others; the ones that will be covered in one form or another later on will be

described in more detail in the following sections.

2. NETWORK SCIENCE

2.1 Power laws

The modern understanding of networks begins with the study of statistical phenomena
called power laws. A power law is a mathematical expression that happens “when the
probability of measuring a particular value of some quantity varies inversely as a power
of that value”.® In other words, power laws are a mathematical concept that describes

the divergence in the predictable and average value of an observable fact.

22. Gladwell M, The Tipping Point: How Little Things Can Make a Big Difference, London: Abacus
(2002).

23.Ball P, Critical Mass: How One Thing Leads to Another, London: Arrow Books (2004).

24. Watts DJ, Six Degrees: The Science of a Connected Age, London: Vintage (2004).

25. 1t should be noted that network theory should not be confused with actor-network theory, see: Latour
B, Reassembling the Social: An Introduction to Actor-Network-Theory, Oxford: Oxford University
Press (2005). McLuhan also has something to say about networks, and is often cited as the father of
network theory. See: Levinson P, Digital McLuhan: A Guide to the Information Millennium, London:
Routledge (2001), pp.187-200. This work does not deal with these approaches.

26.See: Newman MEJ, “Power Laws, Pareto Distributions and Zipf’s Law”, 46:5 Contemporary Physics
323 (2005), p.323.
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Figure 2.3 A selection of normal distribution probability curves®

In statistics, the normal distribution (also known as Gaussian distribution) is one
where variables tend to concentrate along the average.” When plotting the number of
occurrences along an X Y graph, this clustering towards the middle tends to produce a
distinctive bell-shaped form because in normal distributions the largest number of
instances is average (Figure 2.3). Most people are average height, although there are
small numbers of both very short and very tall people; charting such distribution will
provide a bell-shaped curve.”’ Power law distributions do not follow the normal trend; in
them we find that there are a few remarkable occurrences that account for a very large
number of instances of the studied event. Because of this, a power law distribution does
not have a peak in the middle; a small number of occurrences account for a large part of
the overall area of the chart, while given instances of an event tend to drop off sharply,

which indicates the increased likelihood of extreme occurrences. >’

27.From Wikipedia (released under public domain dedication), http://en.wikipedia.org/wiki/
File:Normal_Distribution PDF.svg.

28. Weisstein EW, “Normal Distribution”, MathWorld (2007),
http://mathworld.wolfram.com/NormalDistribution.html.

29. Stigler SM, Statistics on the Table, Boston: Harvard University Press (1999), chapter 22.

30. Ball, supra note 23, p.295
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Figure 2.4 Power law distribution of city populations’'

An example of power law distributions can be found in city populations. If we are
counting all of the people living in cities around the world, we will soon discover that
megalopolis like Tokyo, Mexico City, New York and Sao Paulo account for a
disproportionate amount of the total city inhabitants. These cities generate tell-tale
spikes in the data, accompanied by a long tail of smaller populations (Figure 2.4).

Power laws are useful statistical tools because not only do they serve to display
distributions using a chart as displayed above, but they also provide the exponential
factor with which the next given occurrence in a series either grows or decreases. Let us
go back to city sizes in order to illustrate. In the United States there is a wide divergence
in city size from the largest to the smallest; for example, Newman calculates that New
York is 150,000 times larger than the smallest city.”> A chart of city sizes would produce
the characteristic graph displayed above. However, a power law also displays a constant
exponential increase (or decrease depending on how you look at it) of one city to the

next. This means that there is a constant rate in the way city sizes are distributed, so if

31. Wikipedia, “List of Urban Agglomerations by Population”,
http://en.wikipedia.org/wiki/World%27s largest urban agglomerations.
32.Newman, supra note 26, p.324.
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you knew the size of a city, you could make estimates of the size of the ones above and
underneath it in a chart. When this is displayed as a logarithmic histogram, the end result

is roughly a straight line, which is also characteristic of power laws (Figure 2.5).
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Figure 2.5 Logarithmic representation of power law in US cities>

It may be surprising that power laws seem to be found in all sorts of situations, from
biological systems>* to human mobility patterns.’® Other places where these networks

have been found are, according to Newman:

In addition to city populations, the sizes of earthquakes, moon craters, solar flares,
computer files and wars, the frequency of use of words in any human language, the
frequency of occurrence of personal names in most cultures, the numbers of papers
scientists write, the number of citations received by papers, the number of hits on web
pages, the sales of books, music recordings and almost every other branded

33.Ibid.

34.Jeong H et al, “The Large-Scale Organization of Metabolic Networks”, 407 Nature 651-654 (2000).

35. Gonzalez MC, Hidalgo CA and Barabasi A-L, “Understanding Individual Human Mobility Patterns”,
453 Nature 779 (2008).
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commodity, the numbers of species in biological taxa, people’s annual incomes and a

host of other variables all follow power-law distributions.*

While power laws are remarkable on their own merit, their presence is usually a good
indication that we are faced with a specific type of complex system. As there is no law
of nature that requires such an astounding correlation between completely disparate
phenomena as earthquakes and web pages, power laws tell us that the systems that
display them are responding to similar stimuli that shape them into predictable
distribution curves. The apparent determinism occurs because of similar structural
circumstances in all of the studied cases that display power laws. In other words, a
power law distribution can tell us a lot about a specific system, because to display a
power law, the system must behave in certain ways for it to appear. Average human
height is not a power law; the number of connections in our brains is not a power law.
But the distribution of proteins in some species display power laws,”” as well as the
protein interactions with viruses,”® as well as the statistical significance of gene
expressions.” This hints at a significant element in the study of power laws: if we

understand how they work, we may be able to predict their appearance.

2.2 Scale-free networks

When applied to complex systems, power law distributions result in what is known as
scale-free networks. In a normal distribution, there is little or no room for results that are
considerably above and below the norm. To reuse the previous example regarding
human average height, in any chart that displays people’s heights in any given
population one will expect to find that most people are average, with deviations towards

both ends, thus forming a bell-shaped histogram. However, if heights behaved in a scale-

36. Newman, supra note 26, p.325.

37.Giot L et al, “A Protein Interaction Map of Drosophila Melanogaster”, 302:5651 Science 1727 (2003).

38. Uetz P et al, “Herpesviral Protein Networks and Their Interaction with the Human Proteome”,
311:5758 Science 239 (2006).

39.Ueda HR et al, “Universality and Flexibility in Gene Expression from Bacteria to Human”, 101:11
Proceedings of the National Academy of Sciences 3765 (2004).
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free manner, most people would be average height, while there would be some 30-50
metre giants walking around, and from time to time you could even encounter a person
measuring hundreds of metres.*’

It is called scale-free because the same distribution of relationships exists at any scale
(forming a power law). If one was to look at some of the node and link structure in a
scale-free network, then one would find the same degree of distribution of links and
nodes. If we look at any random network and plot the links between nodes, and we
isolate a small part of the network, no discernible pattern would be present. However,
scale-free networks maintain the distribution of nodes and links at whatever level we
want to look at. So, if the network is organised around hubs with certain number of
connections, then it does not matter if we look at a few or at many nodes, this same
degree of distribution will be present throughout.*' This is akin to the concept of self-
similarity where the system is exactly or approximately similar to a part of itself. This
occurs in Mandelbrot sets** and other fractal topographies.

Power laws and scale-free topologies apply to large-scale complex systems in general,
and networks speciﬁcally.43 As stated earlier, networks are composed of nodes (vertices)
and links (edges). Large-scale networks also have a third element, hubs, which are
collections or clusters of nodes.** In a normal network distribution which displays a
random topology, we would expect to find that nodes are distributed in an average
manner, some with more links, and some with fewer links, which can be described
through a typical random histogram. In a scale-free network, the vast majority of nodes
and hubs have an average or small number of links, while very few hubs will have an

exceptionally large number of links, forming super-nodes, or even super-hubs (Figure

40. Barabasi, supra note 21, pp.67-69.

41.Newman, supra note 10, p.335.

42.Mandelbrot B, “How Long Is the Coast of Britain? Statistical Self-Similarity and Fractional
Dimension”, 156:3775 Science 636 (1967).

43.Ravasz E and Barabasi A-L, “Hierarchical Organization in Complex Networks”, 67 Physical Review E
026112 (2003), p.1.

44.1bid.
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2.6).> When one reproduces these networks using graph theory representations, they
also display very characteristic features. Random graphs tend to be chaotic, while scale-

free graphs are organised around the hubs.

Figure 2.6 Random (left) and scale-free network (right)*°

This way of looking at networks is particularly useful when analysing a large system
such as the Internet. As mentioned earlier, the Web lends itself to the study of networks
because of the potential ease with which it is possible to analyse link structure through
search engines and autonomous agents. It is hardly surprising then that the Internet has
been at the forefront of the resurgence in interest in graph theory and complex networks.
There has been a wealth of innovative and informative research into the way in which
the Internet works,*” and its architecture is now understood enough to claim that it
represents many of the inherent characteristics of scale-free networks and, as a result, it

can be said that it responds to power laws. The topology of the Internet lends itself easily

45. Barabasi, supra note 21, p.69-72.

46. Albert R, Jeong H and Barabasi A-L, “Error and Attack Tolerance in Complex Networks”, 406 Nature
378 (2000). Reproduced with permission.

47.For example, see: Dezso Z et al, “General Methods of Statistical Physics — Dynamics of Information
Access on the Web”, 73:6 Physical Review. E 69 (2006); Yook S-H, Jeong H and Barabasi A-L,
“Modelling the Internet’s Large-Scale Topology”, 99:21 Proceedings of the National Academy of
Sciences 5 (2002).
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as a ready-made tool for measuring connectedness. Spiders and other autonomous agents
can be programmed to trawl the Web in order to gather information about its constituent
pages, sites and links. This has allowed researchers to confirm the features of the
Internet and understand its underlying architecture with an amazing degree of
certainty.”® Some of these features will be revisited later.

One would expect that a large network such as the Internet might exhibit random
features instead of power laws. However, looking at how the Internet is organised,
researchers have found that it exhibits scale-free characteristics in all of its components
— namely page visits, incoming links, number of pages viewed on each visit, time spent
on a site, popularity and architectural structure.*’ This predictability means that power
laws are experienced and expected at all levels of granularity, whether one is looking at

tens of thousands of pages, or just a hundred. Huberman comments that:

The fact that the number of pages per site, and also the number of links per site, is
distributed according to a power law is a universal feature of the Web. It holds
throughout the World Wide Web, irrespective of the type of sites that one considers,
from the smallest to the largest, and regardless of the nature of the site. The
appearance of such a strong regularity out of a seeming random process is quite
striking, and point to some kind of universal mechanism that not only underlies the
growth of the Web, but also produces a power law distribution of its characteristics.”
This has allowed the charting of certain laws of the Internet: amidst the seemingly
chaotic nature of the Internet, a hidden regularity emerges in every studied pattern. For
example, websites under a domain seem to respond to power laws in the way in which
pages are visited. The hub tends to be the home page, and subsequent links from the

main site tend to decrease markedly into a power law distribution.”' Similarly, web site

popularity displays considerably few highly visible pages, with sharp drop-offs into a

48. For more about this, see: Huberman BA, The Laws of the Web: Patterns in the Ecology of Information,
Cambridge, MA: MIT Press (2001), p.30.

49.1bid, p.25.

50. Ibid, pp.29-30.

51.1bid, p.30.
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long tail of less visited sites.”> The resulting clustering tends to produce an ecology
dominated by hubs and super-hubs that act as the glue that binds and controls web
traffic. This is why the Internet is not a random space, as the likelihood for an average
user to visit a website responds to power laws.™

One of the main features of the Internet is that its growth responds to the expected
accumulation of links, which is one of the trademarks of scale-free networks. Few
websites accumulate staggering numbers of links, while the vast majority of sites have
fewer links, which constitute a textbook example of a power law.>* Not only is there a
power law at work in Cyberspace, but the rate of accumulation of sites responds to how
long they have been accumulating links, which serves to confirm its scale-free

architecture.” This can be seen in the manner in which websites like Google, Bing and

Yahoo act as hubs in the Web landscape.

2.3 Pareto distributions and Zipf laws

Another relevant feature of network science, and in particular with regards to power
laws, is the existence of what is known as Pareto dis‘[ributions,56 which is a term used to
describe large inequalities in data where most of the distribution is concentrated in a

relatively small portion of a graph (Figure 2.7).

52.1bid, pp.47-49.

53.1bid, pp.23-25.

54. Albert R, Jeong H and Barabasi A-L, “Diameter of the World Wide Web”, 401 Nature 130-131
(1999).

55. Yook, supra note 47.

56.Reed W1J, “The Pareto, Zipf and Other Power Laws”, 74(1) Economics Letters 15 (2001).
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Figure 2.7 A typical Pareto distribution®’

Italian economist Vilfredo Pareto was the first to establish this characteristic of power
laws while studying property ownership. In 1906 he remarked that land ownership in
Italy followed an 80/20 rule, that is, that 20 percent of the population owned 80 percent
of the land.”® Later, he made a similar discovery with regards to income distribution
inequalities, remarking that roughly 2/3 of the wealth in Italy was concentrated in 1/3 of
earners,” and also remarking that the number of top earners follow a power law. The
80/20 rule is remarkable because it has filtered through popular perception, so it is
common to hear that 80 percent of the work is performed by 20 percent of the
employees; or that 80 percent of the wealth is held by 20 percent of the population.®

In a strict economic sense, Pareto distributions are also known as the Pareto Principle,

or Pareto’s Law, and it is a function of size and rank, where the size is measured, for

57.Source: http://commons.wikimedia.org/wiki/File:Pareto_distributionPDF.png.

58. Pareto V, Manual of Political Economy, New York: Augustus M. Kelly Publishers (1971), p.45.

59.Mandelbrot B, “The Pareto-Lévy Law and the Distribution of Income”, 1:2 International Economic
Review 79 (1960).

60. Barabasi, supra note 21, p.66.


http://commons.wikimedia.org/wiki/File:Pareto_distributionPDF.png

32 Networks, Complexity and Internet Regulation

example, by sales or wealth. The rank would be the percentage of the overall market
share held by an individual. Pareto’s Law predicts that in certain markets there will be a
noticeable concentration of size and rank — in other words, fewer individuals will
account for larger numbers of sales.®’ It is important to point out two things before
continuing. Firstly, Pareto did not directly come up with this phenomenon, the name
Pareto Law was first attributed to John Juran, a quality control engineer who first
observed that Pareto’s work on wealth applied to several other fields, and he is the one
who described the Pareto Principle as the “vital few and trivial many”.®> Secondly, as
Juran found out, Pareto’s Law seems to be a universal law that is common to distribution
of incomes, city sizes, prize returns on stock indices, meteor impacts and word
frequencies.®

The implication of the existence of such regularity should be evident. There must be
some self-organising principle in which certain disparate phenomena become organised
in order to produce a large skew at the head of the chart. This cannot only be explained
by selection bias or methodological similarity, there are just too many events that share
these characteristics. Is nature deterministic at some basic level? We still do not know,
although various economists have presented theories as to why such distributions are
nearly universal.* What seems to be at work, however, 1s that whenever a network
displays power laws, it will probably result in a plethora of other characteristics shared
by scale-free topologies, of which Pareto inequalities seem to be one.

Zipf’s law is a variation of Pareto distributions, named in honour of linguist George
K. Zipf. While Pareto found a power law in income for top earners, he did not establish
a specific rate for the invariance, but Zipf’s law does this. Zipf was trying to put forward

a specific view of society which stated that in any given social interaction people would

61. Giles DE, “Increasing Returns to Information in the US Popular Music Industry”, 14:4 Applied
Economics Letters 327 (2007).

62. Juran JM, “The Non-Pareto Principle: Mea Culpa”, Quality Progress (1975), p.4.

63. Reed, supra note 56.

64. Ibid.
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act in a manner that required minimal effort.> In order to support this observation, he
made several empirical studies into various phenomena. In his most famous study, he
found a power law in language when he discovered that in any given text corpus, a
word’s frequency is inversely proportional to the one next in rank.®® So for example, in
most English language texts the word “the” is most commonly used. Zipf provided
evidence that in a studied corpus, “the” accounted for roughly 7 percent of the words,
while the next in rank, “of”, occurred half of that, and so on. In fact, only 135 words
accounted for half of the studied corpus.®” This is consistent with power laws.

There are two remarkable features of Zipf’s law. One is that it is replicated in all sorts
of other power law distributions, such as city sizes.®® The other one is that Zipf’s law is a
common denominator of self-organised systems, where a chaotic environment becomes
spontaneously ordered, a feature that will be dealt with in more detail in the last
section.”’

One possible explanation for the existence of Zipf’s laws and Pareto distributions in
large networks is what some researchers have termed “the rich get richer” effect.”” As a
network grows, popular nodes and hubs will continue to gather more links as time goes
by; an effect that takes place because of the cumulative effect of the interaction between
pre-existing links. The older a node is, the more likely it will be to have established links
and to have been communicated to other nodes, while newer nodes will lack this
advantage. This is caused by what is known as preferential attachment. The concept of

preferential attachment in networks is a way to explain the way in which scale-free

65. Zipf GK, Human Behavior and the Principle of Least Effort, Cambridge MA: Addison-Wesley,
(1949).

66. Ibid.

67. Wikipedia, “Zipf’s Law”, (2009), http://en.wikipedia.org/wiki/Zipf%27s_law

68.Toannides Y and Overman HG, “Zipf’s Law for Cities: An Empirical Examination”, 33:2 Regional
Science and Urban Economics 127 (2003). Another study replicating these findings is Rosen K and
Resnick M, “The Size Distribution of Cities: An Examination of the Pareto Law and Primacy”, 8:2
Journal of Urban Economics 165 (1980).

69. Ball, supra note 23, pp.305-307.

70. Durham Y, Hirshleifer J and Smith VL, “Do the Rich Get Richer and the Poor Poorer? Experimental
Tests of a Model of Power”, 88:4 The American Economic Review 14 (1998).
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networks grow, where nodes with previous connections are more likely to accumulate
more links than newer nodes that do not have this advantage. For example, Newman’'
looked at two different scholarly collaboration networks, and measured the probability
of a node acquiring new links as a function of its previous acquaintances and the number
of previous collaborations. He found that there was a strong probability of the node
acquiring links if it had both. Research into the development of the Internet bears out
this effect; a study into the accumulation of links on any given site found that new nodes
in the system were more likely to be attached to pre-existing nodes at a rate that
responded to a power law.”* Anyone familiar with web publishing will recognise this as
anecdotally true.

However, the accumulation of links can lead to a collapse of node competition, where
one node becomes the sole super-hub, a phenomenon known as the “winner-takes-all”.”
While this effect is rare, it responds to how similar complex systems act generally in
physics, and specifically in gases, a phenomenon known as Einstein—Bose condensation.
At normal temperatures gas atoms move and collide with one another at different speeds
— the hotter the gas, the faster the atoms move, and vice versa. It is theoretically possible
that at very low temperatures gases would stop moving completely, but this theoretical
temperature is too low to happen naturally. Albert Einstein and Satyendranath Bose
contributed separately to a framework that would allow gas condensation at higher
temperatures, hence the name.”* A very interesting finding from network theory is that
the equations used to describe Einstein-Bose condensation in gases can be used to
describe link accumulation in the World Wide Web,”” which could serve as an

explanation of the seemingly random runaway success of certain websites.

71.Newman MEJ, “Clustering and Preferential Attachment in Growing Networks”, 64:2 Physical Review
E 025102 (2001).

72.Krapivsky PL, Rodgers GJ and Redner S, “Degree Distributions of Growing Networks” 86(23)
Physical Review Letters 5401-5404 (2001).

73. Barabasi, supra note 21, pp.102.

74.1bid, pp.97-100.

75.Bianconi G and Barabasi A-L, “Bose—Einstein Condensation in Complex Networks”, 86(24) Physical
Review Letters 5632-5635 (2001).
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Pareto distributions and Zipf’s laws are perhaps some of the most remarkable effects
of the emergence of the science of networks, but they could even be taken as the
precursors of psychohistory. Not only do they apply to widely diverging phenomena,
they seem to be a set law as far as the Internet is concerned. Once these patterns about
the World Wide Web are noticed, it becomes difficult to view complex networks in any

other light.

2.4 Small worlds and social networks

The clustering of nodes present in scale-free networks described above explains one of
the most publicised insights arising from the research into networks, and that is the
phenomenon of small worlds, or the so-called six degrees of separation expounded by
the Kevin Bacon game. This is the commonly-held knowledge that all of the people in
the world are separated only by six connections from one another.

This belief originates from a study by psychologist Stanley Milgram, who tried to
measure how many links there were between people in Kansas, Nebraska and one target
in Massachusetts, which resulted in a surprisingly small number of intervening
connectors.’® While many letters did not reach their final destination, a total of 64 did,
with an average number of 5.5 intervening links, hence the name “six degrees”. Milgram
had been inspired by some of the graph theory research conducted by Erdés and Rényi,”’
but his research was particularly informed by Sola-Pool and Kochen’s aforementioned
research into influence, which had left some unanswered questions about the length of
social networks.”®

While Milgram’s experiment was limited both in execution and scope, it showcased
one of the characteristics of social networks, and that is the importance of hubs to any
complex system. The reason why there is a correlation between this hypothesis and

scale-free systems is evident if one considers that there are certain hubs in social

76.See: Milgram S, “The Small World Problem”, 2 Psychology Today 60—67 (1967).
77.Supra note 15.
78. Supra note 17.
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networks that acquire more links than others. These hubs act as “connectors™”’ and, once
a message has reached one of those, the chances are that it will offer a large number of
links to other nodes in the system. This is highlighted in smaller social networks, such as
the actor network in the Kevin Bacon game, or the scientific collaboration network. A
lot of studies have been undertaken on the latter as it is easy to try to link two scientists
using co-authored publications in scientific journals as a measure of connectedness.®® An
example involves Paul Erddés himself; in 1969 a paper suggested that Erdds had been so
prolific that he could be used as a measure of academic author connectivity, hence
establishing the Erdés number, which is the number of collaborators between any author
and Erdés.”!

The study of small worlds has been resurgent in recent years, which has coincided for
obvious reasons with the growing interest in scale-free networks. Traditionally, small
worlds can be defined as networks where the component vertices are clustered as to
allow short paths between nodes.* Strogatz and Watts wanted to expand on this
definition by testing whether other types of networks exhibited small world clustering
between its components.® They first looked at the two most common graph models that
were prevalent in literature at the time, a regular network with a steady number of
connections, and a random network exhibiting complete disorder. They proposed that

highly-clustered networks fell somewhere in between these two extremes (Figure 2.8).

79. Gladwell, supra note 22, pp. 34—64.

80. Newman MEJ, “The Structure of Scientific Collaboration Networks”, 98:2 Proceedings of the
National Academy of Sciences of the United States of America 6 (2001).

81. Goffman C, “And What Is Your Erdos Number?” 76:7 The American Mathematical Monthly 791
(1969).

82.Newman, supra note 10, p.286.

83. Watts DJ and Strogatz SH, “Collective Dynamics of ‘Small-World” Networks”, 393:6684 Nature 440
(1998).
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Regular Small-world

Increasing randomness

Figure 2.8 Small world network as compared to normal and random ones™

Watts and Strogatz set out to prove the model by testing it on three seemingly
dissimilar networks. Firstly, they obtained information from the Internet Movie
Database and assigned each actor as a node, then they looked at collaborations as links.
Secondly, they looked at the Western power grid of the United States, the nodes in this
network were the power stations and sub-stations, and the links the transmission lines.
Thirdly, they looked at the neural network of the nematode worm C. elgans, the nodes
were the neurons and the links were the synaptic connections between them. In each of
these networks, they found that while the distance between nodes was similar to that
encountered in random networks, the clustering coefficient was considerably higher than
that which would be expected from any random number of connections, therefore
proving the existence of small world networks.™ This expanded the definition of a small
world network as one where the distance between nodes expands logarithmically
depending on the number of vertices in the system.*® In other words, small worlds also
display power laws.

While the study of small worlds may be interesting from an academic and social

perspective, the question must be asked of whether they tell us anything about the real

84.1bid, p.441.
85.1bid. p.442.
86. Newman, supra note 10, p.286.
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world. One critical reminder when looking at small world clustering in networks is that
it is always important to know exactly what is being charted. While tenuous connections
between collaborators can display interesting clusters between academic writers, the
relevance of connectedness and clustering can be unearthed by first asking why it is that
we study the connectivity between nodes in a network. The answer to this is that there
are several circumstances where it is essential to learn the length of a pathway
interconnecting individual vertices in a complex system. For example, biological
networks such as food chains are very important to an organism’s survival. What
happens when we remove a species from the food chain? With anthropogenic extinction
becoming a key issue at present, one team of researchers analysed what were the
connecting paths between species, and surprisingly found that in nature most species are
connected to one another by an average two degrees of separation, hinting at a more
interconnected biological web than previously expected.®’” Similarly, research into food
chains in the North Atlantic found that a catastrophic reduction of cod populations had a
knock-on effect in 150 other marine species.®™ Small world clustering also serves to
explain viral infections, and are being talked about as potential models of the spreading
rate of highly-contagious epidemics.*

It is vital here to make a distinction about the type of analysis that is conducted within
social networks, of which the small-world phenomenon is but one element. When we
look at social networks from a network theory perspective, we are looking at two types
of data, what Scott helpfully calls relational data and attribute data.”® Social networks
consist of individuals that interact with one another responding to social occasions,
social meaning, individual motives, and cultural determinants. Relational data consists

of the links themselves, “the contacts, ties and connections, the group attachments and

87. Williams R1J et al, “Two Degrees of Separation in Complex Food Webs”, 99 Proceedings of the
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meetings, which relate one agent to another and so cannot be reduced to the properties of
the individual agents themselves”.”' The analysis of these relations is not concerned with
motives and other cultural and social systems, and thus they lend themselves to study via
network theory. Attribute data consists of the “attitudes, opinions and behaviour of

agents”,92

and so lend itself to more traditional social science studies, such as
economics, sociology, anthropology, etc. It is imperative to stress this point, because it
must be remarked that the study of complexity in networks does not immediately erase
the relevance of other areas of study. The study of links, pathways, the distribution of
hubs in a social environment, and the number of intervening nodes required for
information to travel from one node to another tell us some vital things about how social
systems operate, but it does not erase the need of knowing why these things happen, or
how the societies are organised one way or another.

It would be tempting to try to draw too many conclusions based on small world
clustering in social networks. However useful the data is, it must be remembered that
when looked at directly, social networks seem to be starkly divided by economic and
ethnic sub-networks.” Nonetheless, there are several focal features of small worlds that
make it potentially important for the subject of this book, namely that of Internet
regulation. Firstly, small worlds are useful in measuring average path lengths in social
networks, and particularly useful in charting the spread of information. This is
significant to the analysis of online viral infections. Secondly, small worlds offer
excellent tools with which one can analyse network architecture, which is a key feature
of the regulation of the global network. Thirdly, small worlds could help explain the
workings of vast networks within the Internet environment, such as criminal webs,
copyright infringement applications, and other online features with a social component.

All of these will be covered in detail in later chapters.

91.1bid, p.110.
92. Ibid.
93.Kleinfeld J, “The Small World Problem”, 39 Society 61-66 (2002).
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2.5 Network resilience

There are two final characteristics of scale-free networks that are relevant to this work;
those of robustness and cascading failures. First, scale-free networks are remarkably
resilient and stable; that is, they tend to remain intact regardless of the removal of a

node.” Strogatz explains that:

...scale-free networks are resistant to random failures because a few hubs dominate
their topology. Any node that fails probably has small degree (like most nodes) and so
is expendable. The flip side is that such networks are vulnerable to deliberate attacks
on the hubs. These intuitive ideas have been confirmed numerically, and analytically,
by examining how the average path length and size of the giant component depend on
the number and degree of the nodes removed.”

In other words, if one tries to attack a scale-free network randomly, the result will be
that the attacked node will be unlikely to play any essential part in the way in which the
network stays together. This is because hubs tend to be few, so the chances of hitting
one randomly are very high. The Internet has proved to have inherited such robustness,”®
as virus attacks, and even Distributed Denial of Service (DDoS)’’ have not managed to
bring down the entire network.

However, Strogatz also uncovers a potential vulnerability present in scale-free
networks, which is that they are strong but not invulnerable. There are documented
circumstances where scale-free systems have collapsed in spectacular fashion due to
cascading failures. In 1996, a large blackout affected eleven states in the US and two
Canadian provinces, which originated from the failure of one single line in Oregon.”®

Energy grids are typical examples of scale-free networks because they rely on a few key

94. Albert R, Jeong H and Barabasi A-L, “Error and Attack Tolerance in Complex Networks”, 406 Nature
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98. Barabasi, supra note 21, p.119.
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hubs in order to maintain distribution loads. If one of those hubs is removed, the entire
system may collapse; an effect that spells the vulnerability of networks to random
occurrences in hubs,”’ or even to targeted attacks against one.'® This effect is often
referred to as a cascading failure, because the removal of a hub will have knock-on
effects on the nodes connected to it, and on the nodes connected to those, etc.

The relevance of robustness will become clearer later, but for now it is of great
consequence to remark that this dual feature of scale-free networks offers one of the
most interesting potentials for regulatory studies. Particularly, it could provide strategies
for tackling illegal scale-free networks, such as P2P sharing sites. It could also provide

tools to guard against large-scale hacking attacks against the Web’s infrastructure.

3. COMPLEXITY AND SELF-ORGANISATION

3.1 Complexity

So far we have discussed some of the features of graph theory and network science to
establish the framework for the later discussion into Internet regulation. There is a final
branch of research that will be relevant, and while it can have a direct effect on networks
and power laws, it can be classed as a different branch of study altogether, and these are
the areas of complexity and self-organisation.

From reading some of the features of power laws and complex networks highlighted
above, one cannot help but marvel at the order beneath the apparent complexity. This is
noteworthy because there is clear evidence of a hidden order to seemingly random
events, one that structures populations, websites, incomes, linguistics, biological
organisms and all sort of unrelated complex systems. The fact that these events respond

to a set of laws and principles cannot be a coincidence. One is perhaps tempted to re-

99. Moreno Y, Gomez JB and Pacheco AF, “Instability of Scale-Free Networks under Node-Breaking
Avalanches” 58(4) Europhysics Letters 630-636 (2002).
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examine Smith’s Invisible Hand, and other such explanatory mechanisms to attempt to
make sense of these findings. It is no coincidence that some have proposed Adam Smith
as the first person who started the study of complexity in social phenomena. '’

The systematic study of complexity, also known as complexity theory,'® is a wide-
ranging field encompassing mathematics, physics, chemistry, biology, economics,
computer science and sociology.'™ Complexity can be defined as a large number of
parts that interact to make up a whole which is independent of its environment.'®

Complexity theory consequently is the systematised study of such complex systems that

attempts to find patterns in this complex behaviour. Anderson comments that:

Modern complexity theory suggests that some systems with many interactions among
highly differentiated parts can produce surprisingly simple predictable behaviour that
is impossible to forecast though they feature simple laws and fewer actors. [...]
[NJormal science shows how complex effects can be understood from simple laws;
chaos theory demonstrate that simple laws have complicated, unpredictable
conseqlllgsnces; and complex theory describes how complex causes can produce simple
effects.

Arguably, one of the most influential figures in modern complexity theory is biologist
Stuart Kauffman, who can be credited as not only organising a revolution in biology
with his study into self-organisation, but also is responsible for the manner in which his

ideas have been transferred to the social sciences.'”® Kauffman initiated his study into

complex systems while looking at genetic networks, and marvelled at the organising
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interaction of genes. He asked a simple question, whether the organisation present in the
genetic network was the result of spontaneous ordering, as opposed to the more gradual

approach favoured until then.'”’

When answering this question, Kauffman managed to
revolutionise the study of complex systems.

Kauffman’s theories explain organisation and complexity by looking at the way in
which entities in a network respond to changes in neighbouring entities; changes that are
eventually translated into spontaneous ordering of the overall system. Kauffman was
puzzled by the way in which genes were able to influence one another within a dynamic
network. Interestingly, this is a similar question to that posed by researchers into small
worlds, who first noticed that there were patterns in the way in which people influence
one another. Faced with nightmarishly complex dynamic systems where genetic
interaction was not evident at first glance, he decided to make an assumption in order to
study interactions; he postulated that genes would be regulated by two other random
genes in the system.'®® While this is an artificial solution, it allows researchers to study
interaction within a complex network much in the same way as one would study
pathways of information in dynamic graphs, thus opening the door to the study of large
complex systems. By assigning real numbers to large levels of complexity, Kauffman
was able to measure fitness levels within networks. Fitness here should be understood in
the strict biological sense, that is, it describes an organism’s capability to reproduce.
Kauffman proposed what is known as the NK model of fitness, where an organism has
N number of genes, each with only two connections to randomly assigned genes, where
K describes the level of complexity in a system.'”

Kauffman’s NK model allows the study of the reproductive success of genotypes by

thinking of optimal reproductive states as mountains in a landscape. Imagining that any

given genome is a landscape, Kauffman’s model allocates fitness levels to different
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states. Evolving organisms “climb” the mountain until they reach highly-stable points at

the peak of the mountain; these stable environments allow faster reproduction of the

genes, and produces what is known as fitness landscapes (Figure 2.9).""

#
V. \

Figure 2.9 Fitness landscapes, where A, B and C describe fitness peaks'"

By using fitness within a system as a measure of complexity and order, it is possible
to extend the study of complexity to other fields. The idea of fitness levels and fitness
landscapes has been influential with the examination of other networks. For example,
Barabasi uses a similar concept to analyse the interaction of nodes within complex
networks such as the Internet. Using fitness as an analogy of an organism’s capability to
reproduce, he assigns fitness levels to web pages, therefore measuring a site’s relative
possibility to attract links.''?

Another relevant area of study into complex systems is what is known as complex
adaptive systems (CAS). Modern complexity theory studies two types of complex
systems, predetermined systems, such as transport networks, and emergent systems,

such as biological systems. In predetermined systems, there are steady connections
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between the elements in the system (much like Euler’s bridges of Konigsberg); whereas
emergent systems consist of constantly interchanging pathways and interconnections.

Complex adaptive systems fall into the former category, and can be defined thus:

A Complex Adaptive System (CAS) is a dynamic network of many agents (which
may represent cells, species, individuals, firms, nations) acting in parallel, constantly
acting and reacting to what the other agents are doing. The control of a CAS tends to
be highly dispersed and decentralized. If there is to be any coherent behavior in the
system, it has to arise from competition and cooperation among the agents themselves.

The overall behavior of the system is the result of a huge number of decisions made

every moment by many individual agents.'"

This is an important distinction to those systems that we have seen already. For
example, scale-free networks are also decentralised and dynamic, but they tend to be
more resilient and less responsive to patterns emerging from individual nodes. A telling
characteristic of the presence of CAS is that while collective behaviour is crucial, small
individual decisions may have a large effect on the overall system, what is usually
illustrated in popular culture as the “butterfly effect”.'*

A good demonstration of CAS research within the social sciences is that of the
standing ovation. Standing ovations are great ways to model complex adaptive systems,
as they originate spontaneously in crowds of people. At some point one or two people
get up, and there is an awkward moment where the crowd either follows, or it does not.
Were one to make a mathematical model of standing ovations, one would have to take
many things into consideration, such as the quality of the performance being such that it
prompts people to get up and clap, the number of people who follow the lead, the

topology of the auditorium, and similar considerations.'” However one would like to

make such a model, it would not really tell us much about how crowds behave, and what
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the possibilities of getting a standing ovation are. However, by looking at the model
using complexity models, it is more likely that one can reach a more accurate and useful
description (and possibly even a prediction). Much in the same manner in which
Kauffman assigns a value to gene connections, we can assign values to a random crowd.
For example, by considering whether any friends of the performer are in the audience,
and whether those have friends, and whether they are seated towards the front of the
auditorium, one could begin to draw strong possibilities as these factors determine
strongly whether one could turn an audience from one state (sitting) into another
(standing). Think about your average opening night. People in the front seats are more
likely to be friends of the performer because they have been allocated there; and the
behaviour of the front row is more influential because they are more visible to the rest of
the audience, so one could probably expect a standing ovation to be more likely during
an opening night. A model of standing ovations that takes these factors into
consideration will be more likely to produce accurate predictions of crowd management
if one wanted to initiate a standing ovation. By following simple calculations into the
shape of the auditorium, lines of sight, and number of people who react to one another,
complexity modelling of social systems becomes a valuable analytical tool.''® Similar
research into crowd behaviour applies to other group phenomena, such as the Mexican
wave.'!

So, complex adaptive systems are a way to describe order, but also offer specific tools
to predict the likelihood of a seemingly self-organising effect to occur out of complex

situations.

3.2 Self-organisation
Self-organisation is a subset of complexity theory, just like graph theory and network

science. While the science of self-organisation is relatively new, self-organisation itself

116. Ibid.
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Nature 131 (2002).
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has been written about by economists and philosophers for centuries, from Friedrich

"8 to John Stuart Mill.'" Nonetheless, there have been several converging

Engels
branches of study that have helped to shape our current understanding of complex
systems.

Firstly, mathematician Claude Shannon developed what is known as information
theory, which is a systematised method to quantify information.'*® Shannon was
particularly interested in communication, and how information gets from one place to
the other. He remarked that there needed to be a minimal unit to identify meaningful
information, which he named a bit. Being able to measure information is useful, because
Shannon was interested in finding the minimum number of bits required to transmit any
given message. Shannon’s information theory, together with other advances into the

21
and

mathematical study of vast information, such as Kolmogorov complexity '
Turing’s computational theory,'** provide a strong analytical framework with which to
analyse complex systems involving information.

Secondly, biologists have been at the forefront of the study of self-organisation due to
the way in which biological systems organise themselves.'”® For example, ant colonies
and beehives have been studied as some of the perfect examples of ordered complex
systems; ant colonies’ cemeteries and rubbish heaps are organised in a manner that

124

optimises the distance from both the colony and each heap. " It is behaviour such as this

that provides us with a working definition for self-organisation, not only in biological
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systems, but that applies to other disciplines as well. Camazine et al define self-

organisation as:

...a process in which pattern at the global level of a system emerges solely from
numerous interactions among the lower level components of the system. Moreover the
rules specifying interactions among the system’s components are executed using only
local information, without reference to the global pattern. In short pattern is an
emergent property of the system rather than being imposed on the system by an
external ordering influence.'*

In other words, self-organisation can be defined as any system that undergoes an
organisation process due to internal elements present in the system, instead of
responding to external output. In nature, Dynamic Systems (DS) theory is just another
effort to explain self-organising behaviours.'® In DS terms, self-organisation simply
describes open systems that maintain themselves through the constant flow and
dissipation of energy; chaotic systems where energy flows sometimes can adapt
internally to form patterns that can be described as stable, yet not static.'”” Self-
organisation as a result deals with ordering from within, and the order is a function of
stability. This is where concepts such as Kauffman’s fitness landscapes become useful.

The third branch that has been providing input into the understanding of self-
organisation is the idea of emergent systems, which also forms part of complexity
theory. Emergent systems display several characteristics attributed to the definition of
self-organisation described above, but it is more a specific type of self-organisation that
displays a qualitative distinction from the components that make up the whole.

According to Goldstein:

Emergence [...] refers to the arising of novel and coherent structures, patterns, and
properties during the process of self-organization in complex systems. Emergent
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phenomena are conceptualized as occurring on the macro level, in contrast to the

micro-level components and processes out of which they arise.'*®

It must be pointed out that not all self-organising systems display emergence. As
Corning points out, consciousness is emergent, but steam is not.'*’

How is it possible for a seemingly chaotic system to become organised and display
behaviour that can be predicted? It seems counterintuitive to expect a complex
environment to display self-organisation when one would expect the contrary. The
answers can be found in several physical explanations that apply similarly to biological
and physical phenomena. To understand this area of study first one needs to define what
constitutes an ordered and a disordered system, a task that is not as easy as one may
think. At the core of the idea of order, there is the concept of entropy, which in
thermodynamics is the measure of the disorder within a system."** A system with high
entropy is said to be more disordered than one with lower entropy. High entropic
complex systems can be said to display stability; e.g. a pile of junk is a stable pile of
junk, and something needs to happen for it to become something else. Normally, energy
is one way in which a system can become ordered; e.g. a person going through a pile of
junk may find usable parts to build a bicycle. Disordered systems become ordered all the
time because of the application of energy; flowers grow due to the sun’s energy; gases
become less entropic by losing heat; computers use electricity to make computations.
However, these systems are not self-organised according to the definitions used above.
How does self-organisation emerge, if you pardon the play of words?

One common characteristic of self-organisation and emergence is that it can occur
through the very interaction of the system’s elements without outside influence. At the
core of most research into self-organisation is how individual components somehow

influence their neighbours, causing a chain reaction that will eventually result in the
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entire system becoming ordered.””' There is a moment of change between the ordered
and disordered system called phase transition, which takes place when a disordered
system enters a period of criticality (known also as a meta-stable transitional period)

after which the system becomes ordered rapidly (Figure 2.10). 12

33

Figure 2.10 Phase transition of colloids in space'

An interesting feature of self-organisation has been discovered by conducting
experiments into criticality of systems such as pendulums and sand piles. Researchers
found that a stable system such as a pile of sand could undergo a critical transition at a
stage when some more grains were added, creating an avalanche that released

pressure.'>* While the event itself is not remarkable, as it is logical to assume that
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avalanches will happen if you add too much sand to a pile, the researchers found that the
frequency with which this happened responded to a power law. In other words, the
system organised itself into a state of criticality where avalanches could be expected at
certain frequencies. This offers an interesting insight into self-organisation because if
offers evidence that some systems will organise themselves into a state where phase
transitions will occur, and that this organisation is somehow linked to power laws.'*’

Power laws, and particularly Zipf laws, are characteristic of self-organised
criticality.'*® There could be a reason why this is so. Looking at scale-free networks, one
could expect that hubs would have tremendous power to move a system in a given
direction, causing self-ordering of the system.

There is a growing body of research into the way in which large groups of people
make self-organising decisions in a seemingly spontaneous manner, particularly within

game theory."’

We see this type of spontaneous coordination in nature all the time,
where flocks of birds move in one direction and another in coordinated fashion, but also
responding as a whole to threats and sources of food."® Crowds of people tend to act in
similar manner, any person familiar with crowd movements will notice inefficiencies in
their behaviour, but also that at some point certain order emerges, particularly over time
in what Surowiecki calls this “the wisdom of crowds”."” But how does this self-
organisation work?

The answer is surprisingly that crowds seem to behave just like gases. Henderson set

out to study the way in which a crowd flows when walking through along a footpath.'*

135. Ball, supra note 23, pp.296-302.

136. Ibid.

137. A typical and often cited example is El Farol Bar problem, where bar attendance is used to model
uncoordinated behaviour, see: Arthur WB, “Inductive Reasoning and Bounded Rationality” 84
American Economic Review 406 (1994).

138. There are several computational models describing such behaviour, see: Reynolds C, “Flocks, Herds
and Schools: A Distributed Behavioral Model”, Proceedings of the 14th Annual Conference on
Computer Graphics and Interactive Techniques 25 (1987).

139. Surowiecki J, The Wisdom of Crowds: Why the Many Are Smarter Than the Few, London: Abacus
(2005).

140. Henderson LF, “The Statistics of Crowd Fluids”, 229 Nature 331 (1971).
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He discovered that plotting the speeds of people walking followed closely models used
to describe the speed of gas particles in what is known as a Maxwell-Boltzmann curve.
Further studies have managed to uncover more about crowd behaviour, discovering that
crowds also display phase transitions from one state into another, just like the standing
ovation described earlier.'*' The explanation for the emergence in the behaviour of
crowds tells us a lot about the way in which social behaviour exhibits self-organisation
characteristics. Apparently, people in crowds follow two simple rules, getting from A to
B, but also doing so by keeping some personal space apart from other people in the
crowd. By plotting these two rules into computer simulations, it is possible not only to
get a very good idea of how crowds flow, but it is also possible to simulate how people

142 This gives us a hint of the self-organising power of

react to obstacles along the way.
elements in a complex system. By introducing a few rules, it is possible to explain and
predict some kinds of human behaviour.

Perhaps the most common question asked whenever I talk to people about concepts of
power laws and complex theory is “so what?”” To point out that any given phenomenon
occurs more frequently than any other is surely an exercise in stating the obvious, is it
not? City sizes follow a power law, and so do avalanches, earthquakes and income
distributions. So what? The answer to this question is that power laws do not only state
that a city is bigger than another one, but that the frequency of occurrences follow
specific and predictable ratios that hint at underlying causes that require an explanation.
There is no reason why the letters in a corpus or the number of citations should follow a

power law, but they do. Explanatory solutions such as emergence, self-organised

criticality and phase transitions offer some explanations to why these things occur.

141. Ball, supra note 23, pp.162-165.
142. Helbing D et al, “How individuals learn to take turns: Emergence of alternating cooperation in a
congestion game and the prisoner’s dilemma”, 8 Advances in Complex Systems 871 (2005).



3. Complexity and the Law

It turns out that an eerie type of chaos can lurk just behind a facade of order---and yet,
deep inside the chaos lurks an even eerier type of order.
Douglas Hofstadter!

In 1970, popular science writer Martin Gardner published a column in Scientific
American showcasing a game created by mathematician John Conway.” The game is
called “The Game of Life”, and it is played in a rectangular grid divided into squares.
Each square can inhabit two states, alive or dead, and it replicates following four simple

rules for each generation:

1. Each populated cell with one or no neighbours dies (isolation).
Each populated cell with four or more neighbours dies (overpopulation).

Each populated cell with two or three neighbours survives (survival).

el

Each empty cell with three neighbours becomes populated (reproduction).’

These rules allow for autonomous patterns to emerge from a limited set of starting
variables. The player only needs to set the initial conditions, and each turn the cells
undertake an automated game of life, death and births that is both chaotic and yet

completely dependent on its initial conditions (Figure 3.1).

1. Hofstadter DR, Metamagical Themas: Questing for the Essence of Mind and Pattern, London: Penguin
(1986).

2. Gardner M, “Mathematical Games: The Fantastic Combinations of John Conway’s New Solitaire
Game ‘Life’”, 223 Scientific American 120 (1970).

3. You can see an implementation of the game in Java here: http://www.bitstorm.org/ gameoflife/.
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Conway’s Game of Life has become famous in the study of complexity because it
serves as a graphical representation of self-organising systems at work, where simple
initial conditions can create ordered, dynamic and autonomous states.* It is no
coincidence that the game has also been showcased in works dealing with evolutionary
biology, as it also provides clear computational evidence of the power of self-
reproducing automata, which offer obvious analogies to living organisms.” The reason
for such interest should be evident when one looks at some of the complex and often
beautiful designs that can arise from simple initial conditions. The basic set of rules, and
the ease with which it can be converted into a computer program, means that the
simplified model allows anyone to play with any given set of initial conditions. A lot of
variations will die out quickly, while others will become stationary by reaching fitness

peaks. Under certain circumstances, very complicated fractal effects can also emerge.®

Figure 3.1 Conway’s Game of Life.

The Game of Life, and other biological simulations describing complex adaptive

systems, offers us interesting insights into the world of complexity described in the

4. Schulman LS and Seiden PE, “Statistical Mechanics of a Dynamical System Based on Conway’s
Game of Life”, 19:3 Journal of Statistical Physics 293 (1978).

5. Dennett DC, Darwin’s Dangerous Idea: Evolution and the Meanings of Life, London: Penguin (1996),
pp.167-171.

6. See this page for some animated patterns: http://radicaleye.com/lifepage/patterns/ javalife.html.
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second chapter. The use of self-organising cellular automata serves as an illustration of
precisely how phase transitions can occur in complex systems with very little initial
input. However, what may be surprising is that applications of the game can be used to
simulate social phenomena such as phase transitions in small world networks.” While it
is clear that human beings do not operate in minimalistic conditions such as the rules in
the Game of Life, the present work postulates that by studying such complex systems, it
is possible to learn something about how larger networks operate.

The legal reader who has managed to wade through the previous chapter may be
forgiven for asking the question of what it all means for the legal profession and
research. Networks obeying certain rules and presenting specific architectures may be
interesting to physicists, not to lawyers. Paraphrasing Leonard McCoy in Star Trek, “I’'m
a lawyer Jim, not a physicist”. Nonetheless, this chapter will try to place the subject of
complexity theory described in the last chapter in a legal context, attempting to prove
that there is indeed something to be learned from the wealth of research into graph

theory and networks.

1. NETWORK THEORY AND THE LAW

Before attempting to sketch a potential legal theory of complex systems, it is vital to
understand whether there are any practical, philosophical and theoretical applications to
network theory that may fit within a legal context.

At the time of writing, legal scholarship regarding the interaction between network
theory and the law has been relatively scarce, but there is a growing body of literature on

the subject.® This was perhaps inevitable as ideas of self-organisation that are tackled by

7. Huang S-Y et al, “Network-Induced Nonequilibrium Phase Transition in the ‘Game Of Life’”, 67:2
Physical Review E 026107 (2003).

8. Besides the works that will be showcased later, some works on the subject are: Hayes AW, “An
Introduction to Chaos and Law”, 60 University of Missouri at Kansas City Law Review 751 (1992);
Matwyshyn AM, “Organizational Code: A Complexity Theory Perspective on Technology and
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the various sub-themes in complexity theory offer powerful tools for social science as
well as physical disciplines. In particular, economics has been the social science that has
adopted such concepts the fastest, as evidenced by the existence of Pareto inequalities in
all sorts of financial phenomena.” Sociologists have also been at the forefront of
adopting several theories arising from the application of network theory, particularly its
interest in small worlds in society.'” Without meaning to sound too critical of my own
profession, the law is just catching up, as is often the case.

Nonetheless, the number of legal scholars interested in the topic seems comparatively
small given its prevalence in other social sciences. It is possible that the pervasiveness of
mathematics and the technical nature of some of the papers may have dissuaded more
attention to the topic. It is also possible that this is just part of the dichotomy between
the physical and the social sciences that was highlighted in the Introduction. Network
theory may be seen as nothing more than a formalistic and seemingly reductionist view
of human society, an outlook that appears to erase complex social and political
interactions, and replaces them with dots and lines on a chart. Nevertheless, if some
better understanding of large systems has been made possible by complexity theory, then
the law should take note and try to ascertain if there may be some legal issues worth
exploring.

The possibility of following links and clusters of nodes and hubs means that the
descriptive power of network theory can be easily tested in fields with pre-existing
network-like characteristics. In the wider network research, a popular experimentation

tool has been to chart citations between authors, or to discover small world

Intellectual Property Regulation”, 11 Journal of Technology Law & Policy 13 (2006); and LoPucki
LM, “The Systems Approach to Law”, 82 Cornell Law Review 479, 480-82 (1997).

9. See for example: Simon HA and Bonini CP, “The Size Distribution of Business Firms” 48:4 The
American Economic Review 607 (1958).

10. A notable example dealing with small worlds in the Broadway social scene is: Uzzi B and Spiro J,
“Collaboration and Creativity: The Small World Problem”, 111:2 The American Journal of Sociology
58 (2005).
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characteristics of academic co-authorship networks.'' It should come as no surprise then
that a significant amount of existing literature charting the interaction between legal
subjects and network theory is that of legal citation due to the availability of large
datasets involving legal scholarship and case law, creating what Thomas Smith calls “the
web of law”.'? Case law presents a valuable network subject matter because cases often
cite existing precedent, the cases would be the nodes in the network, and the citations
would be the links. Concentrating only on this network of cases and citations, Smith
looked at the data from nearly four million US Federal rulings, and found a strong power
law in the way in which cases cite one another. His study found that the vast majority of
cases received few citations, while a significantly small number were cited a
disproportionate number of times in a manner that clearly responded to power law
exponential curves. If we recall some of the features of power law graphs, the mere
appearance of inequality in occurrences is not enough to demonstrate the existence of
power laws, but the difference between a case’s rank in the chart will be inversely
proportional to the following or preceding case. By charting these in logarithmic scale,
the resulting histogram should be a straight line, which is precisely what happens with
case citations (Figure 3.2). A similar power law was found when looking at legal

scholarship citations, US Courts of Appeals, and the US Supreme Court cases. "

11.See: Redner S, “How Popular Is Your Paper? An Empirical Study of the Citation Distribution”, 4:2
The European Physical Journal B 131 (1998); and Barabasi A-L, Jeong H, Ravasz R, Néda Z, Vicsek
T and Schubert A, “On The Topology Of The Scientific Collaboration Networks” 311 Physica A 590-
614 (2002).

12. Smith TA, “The Web of Law”, 44 San Diego Law Review 309 (2007).

13.Ibid, pp.331-335.
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Figure 3.2 Power law distribution of US Federal cases'*

Smith’s results have been replicated in other studies looking at the network of cross-
citations in US judicial decisions. Chandler conducted a study looking specifically at the
way in which US Supreme Court decisions cite one other."” The study found that there is
a scale-free topology at work as there are some decisions that are cited with
disproportionate frequency. According to Chandler’s research, the cases that act as the
most cited hubs in this network of citations are older decisions regarding US Federal
jurisdiction,'® which may seem logical as this would be a legal area where precedent
does not change that much, so the importance of precedent is transposed into more
citations. It could be said that such a study may not be particularly enlightening, as it
does not really say much about the actual nature of the rulings, but similar exercises
could be of use for constitutional lawyers in different jurisdictions in order to recognise
which cases are more likely to be encountered in future decisions, and also to determine

the centrality of a case within the case law network.

14.1bid, p.327. The x axis counts number of citing references, and the y axis counts the number of cases in
log scale of nodes.

15. Chandler S, “The Network Structure of Supreme Court Jurisprudence”, International Mathematica
Symposium 2005, The University of Western Australia, Perth (August 2005).

16. The top two are McCulloch v. Maryland 17 U.S. 316; and Gibbons v. Ogden 22 U.S. 1.
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The clustering characteristic of legal scholarship and case law is just one area of
potential usefulness to network theory to legal research. The cross-citation power laws
discovered in legal citation could be extremely useful in patent law, where a tool that
analyses the cross-citation of previously issued patents could prove to be an invaluable
tool for patent examiners, attorneys and inventors. Strandburg'’ has conducted an
excellent study looking at the clustering of citations in patents issued by the United
States Patent and Trademarks Office (USPTO), which has demonstrated, amongst other
things, that there seems to be increasing stratification in patent citeability since the
1980s. This means that a few patents are being cited with more frequency than in the
past. Strandburg argues that this could be correlated with decreasing patent quality'®
experienced in the corresponding period. Another very interesting avenue of research
explored in this paper is the possibility of an improved manner in which to classify
patent claims. Currently, patent subject matter is assigned by examiners in an ad hoc
fashion. Strandburg suggests that citation of previous patents may help in assigning the
claim to a cluster, which would make its identification much easier. Citation clusters can
be easily identified using network analytical tools as belonging to a small world
community of patents, and so would be a better indication of whether it has been
properly classified.

To illustrate Strandburg’s findings, I took the liberty of downloading another patent
citation dataset consisting of almost 3 million US patents granted between 1963 and
1999." The links in the network are provided as citations made to those patents between
1975 and 1999, totalling over 16 million patents. I took the cross-citation by patent class,

and applied small word modelling using a network analysis tool*® to the data®' and

17. Strandburg KJ, “Law and the Science of Networks: An Overview and an Application to the ‘Patent
Explosion’”, 21 Berkeley Technology Law Journal 1293 (2007).

18. For more about patent quality, see: Jaffe A and Lerner J, Innovation and Its Discontents, Princeton NJ:
Princeton University Press (2004), pp.61-69.

19. The dataset comes from: Hall BH, Jaffe AB and Tratjenberg M, The NBER Patent Citation Data File:
Lessons, Insights and Methodological Tools, NBER Working Paper 8498 (2001); it can be downloaded
from: http://vlado.fmf.uni-lj.si/pub/networks/data/patents/Patents.htm.

20. Network Workbench Tool, http://nwb.slis.indiana.edu/.
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visualising it using small world graph software.** By doing this it became clear that there
is high-clustering of patent class cross-citation very much in accordance with
Strandburg’s findings (Figure 3.3).

I will be the first person to admit that the aforementioned corroboration has to be
taken with a large pinch of salt, but the experiment was done with one clear purpose in
mind. The datasets are publicly available, and if one follows the methodology outlined
in the cited works, it is possible even for someone without formal graph theory training
to produce a graphic representation of any given dataset, particularly one that displays
high clustering. The idea behind this experiment, unscientific as it may be, is that some
of the basic tools for network analysis are available even for the uninitiated. All one
needs is a healthy sense of curiosity and an unhealthy amount of time to test out the tools

oneself.

21. Watts DJ and Strogatz SH, “Collective Dynamics of ‘Small-World’ Networks”, 393 Nature 440
(1998).

22.Ham F and van Wijk J, “Interactive Visualization of Small World Graphs”, Proceedings of the IEEE
Symposium on Information Visualization (2004).
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Figure 3.3  Small-world clustering in patent class citations™

Outside of citation, empirical application of network theory has been scarce, but again
there are notable exceptions. Perhaps one of the most evident areas of study with regards
to networks may very well be the regulatory arena. If we can understand a specific
network that has given problems to regulators, then the potential for empirically-based
research on how the network operates could provide clues as to how to regulate the
troublesome area. A study has already attempted to look into the application of specific
network theories to the telecommunications field.* Recognising that telecommunication
networks operate as complex systems,” Spulber and Yoo hypothesise that the specific
graphical representation of networks into hubs and nodes may be of use in trying to
regulate emerging technologies such as access to broadband services and Voice-over-1P
(VoIP) communications. This study has a narrow objective, as it relies only on the
descriptive power of network science in order to provide regulators with the basis for
charging for communications in complex telecoms networks. Is there room for a wider
area of application?

Strahilevitz offers another empirical application to network theory by researching the
legal implications of power laws and scale-free topographies in a ground-breaking
analysis of the potential use of network science to the protection of privacy.”® He uses
the specific application of social network theories, such as small world distributions, to
conclude that the scale-free nature of some social networks may provide us with tools
with which we can measure the number of acquaintances that a member of the social

system is likely to have. Then he proposes the fact that an individual involved in tort

23. Only the largest clusters show up in the visualisation.

24. Spulber D and Yoo CS, “On the Regulation of Networks as Complex Systems: A Graph Theory
Approach”, 99 Northwestern University Law Review 1687—1722 (2005).

25. The paper describes a complex system as “a system in which its elements interact in ways that
transcend any organizing principles being applied to the network, allowing the network to evolve and
adapt to environmental changes”. Ibid, p.1694.

26. Strahilevitz LJ, “A Social Networks Theory of Privacy”, 72 University of Chicago Law Review 919—
988 (2005).
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disputes about personal privacy may have the evidentiary means to measure the potential
damage to his/her reputation and, therefore, a judge would be able to discern if there has

been some actual damage done. He comments that:

In a tort suit, courts are always called upon to examine causation: would the plaintiff
have been harmed in the absence of the defendant’s actions? Social networks theory
provides a basis for evaluating that question when the plaintiff’s injury stems from
dissemination of previously private information. Courts simply need to ask

themselves: was the widespread dissemination of this information inevitable, or did

the defendant’s actions materially affect the extent of subsequent disclosure??’

This is an elegant use of existing theories in order to provide a direct causal relationship
to establish damages. However, one may be wary of establishing the causal link in the
first place. If there is one thing that we have learned it is that scale-free networks predict
that there will be super-connected nodes in a social network,”® and we can easily expect
individuals whose social interaction exceeds the average by various degrees. The person
involved in the dispute could very well be one of those, and the calculation of actual
damage could prove to be uncertain.

Another potentially valuable use of network theories in the law is in environmental
policy-making. The life-sciences have had extensive experience in the use of empirical
data in order to design policy in environmental and public health fields. The better
understanding of complex environmental systems brought by some of the literature

could be used in assessing risks posed by environmental threats, real or imagined.*’

Farber explains the use of power laws to design methods for assessing risks:

The presence of statistical power laws supports the use of conservative methods of
assessing risk. To be more specific, suppose that we are designing a procedure to

27.1bid, p.975.

28. See for example: Kochen M, The Small World, Norwood, NJ:Ablex Publishing (1989), pp.147—-158.

29. Farber DA, “Probabilities Behaving Badly: Complexity Theory and Environmental Uncertainty” 37
U.C. Davis Law Review 145 (2003), pp.156—161. For a less successful yet interesting attempt at
marrying biotechnology and network science, see: Chen J, “Webs of Life: Biodiversity Conservation
as a Species of Information Policy”, 89 lowa Law Review 495-608 (2003).
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identify any proposal posing a significant risk, with significance defined as some

specific risk level such as one in ten thousand. [...] The only assumption is that among

the relevant set of proposals, harmful effects follow a power-law distribution. If so,
conservative test procedures may be warranted.*°

In other words, in a scale-free environment we may expect harmful effects to occur,
which are considerably higher than the average witnessed occurrences. If empirical
research points towards the existence of power law distributions in a phenomenon that
requires regulation, then conservative policies should be followed. This could certainly
be useful if one considers that hurricanes appear to display scale-free characteristics.’’
Similar precautionary approaches could be taken in other life-science fields, particularly
in public health policy. Pandemics like AIDS seem to follow scale-free behaviours,*>
where a few individuals can infect large numbers of people in a community by their role
as connectors.” Public policy towards social pandemics like sexually transmitted
diseases could be designed to look for these hubs and attempt to treat them first.*

These are just some examples of the growing body of legal scholarship tackling issues
related to network theory, and hint at the potential that so far has been under-used, in my
humble opinion. The current emphasis on the study of citation networks is probably
caused by the fact that these are usually areas that are easy to data-mine, as there is an
existing infrastructure to ascertain scholar impact and citeability. Nonetheless, as some
of the empirical studies above demonstrate, this is a fertile ground for future research.
Perhaps what is missing is a more widespread recognition of network theory’s potential
by existing legal theories. The following sections will attempt to continue making the

case for doing just that.

30. Ibid, p.160.

31.Dessai S and Walter M, Self-Organised Criticality and the Atmospheric Sciences: Selected Review,
New Findings and Future Directions, NCAR Extreme Events workshop, Boulder, CO (June 2000).

32.Dezso Z and Barabasi A-L, “Halting viruses in scale-free networks”, 65 Physical Review E 055103
(2002).

33. An example of this is the so-called patient-zero of the AIDS pandemic. See: Shilts R, And the Band
Played On: Politics, People, and the Aids Epidemic, New York, NY: Penguin Books (1989).

34. Ayres I and Baker KK, “A Separate Crime of Reckless Sex”, 72 University of Chicago Law Review
599 (2005), pp.610-614.
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2. SELF-ORGANISATION AND THE LAW

2.1 Theoretical approaches

Besides the empirical applications to network theory described above, the study of
emergent systems and self-organisation offer one of the most interesting areas of study
to legal scholarship. Before trying to make a connection, we should revisit the concept
of self-organisation studied in the previous chapter. For a system to be self-organised, it
must contain an internal ordering process which does not respond to exogenous
influences.”> One way of looking at the law is to view it as an exercise in self-
organisation within the complex system of society. The law fulfils one essential self-
organising function, and it is to attempt to exercise order and control in society by
various means. If we think of society as an emergent system, then the law in the shape of
legislation, norms, regulation, case law and doctrine would constitute one of the internal
sub-systems exerting an organising force.

Nonetheless, it is critical to distinguish what we are talking about when dealing with
self-organisation in a legal context because there is room for confusion about the role of
theories of emergence in legal context. Firstly, complexity theories of self-organisation
can be used to explain how the law comes about and how it organises itself. This would
be an internal theory of emergence of the law, and it would be concerned with the forces
that shape the genesis and evolution of legal systems within its own system. Secondly,
self-organisation can also be used to explain how the law works to shape other systems
in self-organising fashion. As a result, the law itself is just another element in the wider
complex societal system, and as such it helps to organise it. This would then be a meta-

theory of the law as a self-organising element.

35. See Chapter 2, section 3.
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The father of self-organisation studies in social systems is Niklas Luhmann with his
influential theory of autopoiesis,’® literally meaning self-creation. In its broadest sense,
Luhmann’s theory of autopoiesis follows the definition of self-organisation that has been
used above so far as it describes social systems that respond to internal stimuli instead of
relying on external elements.”” Luhmann’s autopoiesis theory rests on two significant
assumptions with regards to social systems. First, he claims that social systems are real
and not mere analytical abstractions; second, he postulates that social systems are self-
referential as they produce their own meaning, or as he puts it, “everything that is used
as a unit by the system is produced by the system itself”.** According to Luhmann,
highly ordered systems are not necessarily more complex than less ordered systems
because the internal emergent factors need not be complex, and consequently the self-
organising process can be a function of the interaction between these elements, and not a
function of the complexity of the system.” This is undoubtedly consistent with
Kauffman’s theory of fitness landscapes;* the process needs only to produce fitness
peaks for it to be ordered.

Luhmann himself saw the law as an autopoietic system part of the wider social
network, but still differentiated and autonomous in its own merit. While it is informed
by other sub-systems within society —such as politics, economics, religion, and

education— it is self-referential, and for that reason self-organising. He comments that:

[L]ike every autopoietic system, [the law] is and remains to a high degree dependent
on its environment, and the artificiality of the functional differentiation of the social
system as a whole only increases this dependency. And yet, as a closed system, the
law is completely autonomous at the level of its own operations. Only the law can say
what is lawful and what is unlawful, and in deciding this question it must always refer

36. While he did not coin the term, he is credited with using it to describe social systems. Autopoiesis first
appeared in a discussion on biological self-creation: Maturana HR and Varela FJ, Autopoiesis and
Cognition: The Realization of the Living, London: Reidel (1980).

37.Luhmann N, Social Systems, Stanford, CA: Stanford University Press (1995), p.22.

38. Luhmann N, Essays on Self-Reference, New York: Columbia University Press (1990), p.3.

39. Luhmann supra note 31, pp.34-36.

40. Kauffman S, At Home in the Universe: The Search for Laws of Self-Organization and Complexity,
Oxford: Oxford University Press (1995).
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to the results of its own operations and to the consequences for the system’s future
operations. In each of its own operations it has to reproduce its own operational
capacity. It achieves its structural stability through this recursivity and not, as one
might suppose, through favorable input or worthy output.*'
This is a very useful distinction between the two meanings of self-organisation described
in previous paragraphs. Being part of the larger complex system of society, the law acts
as one of its shaping elements in conjunction with other elements. However, the law is
also its own autopoietic system, and thus one can study its own internal organising
elements.

Autopoiesis has had tremendous influence in some legal theory circles.** It is not the
role of this work to go into a detail description of the many works that it has inspired,
even within the field of Internet reg.g:ula‘[ion.43 Relevant to this work, however, is the
growing understanding of the regulatory power of self-organisation. Regulation itself is
one of those tricky words that may mean different things in various contexts. In the strict
legal usage, regulation can be defined as some form of external control that either
restricts undesirable activities, or enables and facilitates others.** It is easy to see how
the concept of autopoiesis is useful from a regulatory perspective, as it helps to explain
how regulatory processes emerge, evolve and act as self-organising agents in society.
Autopoietic regulation could be seen as an internal ordering force; organic, dynamic,
and self-organising. This would contrast a more structured and hierarchical view of
regulation known as “command and control” regulation,”” where governmental bodies

serve as the organising force exerting control in a top-down manner.

41. Luhmann N, “Law as a Social System”, 83 Northwestern University Law Review 136 (1988), p.139.
42. Just to name a couple: Teubner G and Bankowski Z, Law as an Autopoietic System, Oxford: Blackwell
Publishers (1993); and Baxter H, “Autopoiesis and the ‘Relative Autonomy’ of Law”, 19:6 Cardozo

Law Review 1987 (1998).

43. See for example, Savirimuthu A and Savirimuthu J, “Identity Theft and Systems Theory: The Fraud
Act 2006 in Perspective”, 4:4 SCRIPTed 436 (2007).

44.Baldwin R and Cave M, Understanding Regulation: Theory, Strategy, and Practice, Oxford: Oxford
University Press (1999), p.2.

45. Sinclair D, “Self-Regulation versus Command and Control — Beyond False Dichotomies”, 19 Law &
Policy 529 (1997).
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There is growing understanding of the role of self-organising complexity within the
regulatory arena. Many authors have embraced Luhmann’s autopoietic explanation of
the law as a self-referential system and have adopted it as an explanation for self-
regulating strategies where each element in the regulatory system is able to react within
its environment and self-generate and reproduce internal solutions.*® As it will be seen in
more detail later, new technologies such as the Internet have provided particularly focal
ground for the exploration of autopoietic regulation as it offers a clear contrast between
command and control and self-regulation.*’

Having said this, it is essential to note that there appears to be a clear split between the
understanding of autopoiesis in legal systems and the concepts of self-organisation and
emergence studied in the previous chapter. While Luhmann repeatedly uses examples
from biology to describe autopoiesis, and his concept of self-organisation matches that
used in the physical sciences, it is clear that autopoiesis is very much a social theory.
With few exceptions,® the theoretical study of autopoiesis is devoid of the mathematical
treatment and the wealth of evidence into self-organisation involving information theory,
phase transitions and emergence described in Chapter 2. It is almost as if the social
sciences and the physical sciences arrived at the same conclusion following entirely
different paths. This could be caused yet again by the pervasive split between the social
and physical sciences that is the common theme that runs through academia. This is
unfortunate because both fields could use with some cross-pollination. Unfortunately,
post-Sokal tendencies in the physical sciences appear to look at sociology with decided
distrust.

That is not to say that there have been no attempts at bringing both worlds together,

particularly in the existence of studies that not only offer an insight into the presence of

46.King M, “The ‘Truth’ About Autopoiesis”, 20:2 Journal of Law and Society 218 (1993).

47.Murray has been particularly interested in drawing this distinction. See: Murray A, “Conceptualising
the Post-Regulatory (Cyber)State”, in Brownsword R and Yeung K (eds), Regulating Technologies:
Legal Futures, Regulatory Frames and Technological Fixes, Oxford: Hart (2008), pp.287-315.

48. Most notably: Mingers J, Self-Producing Systems: Implications and Applications of Autopoiesis,
London: Plenum Press (1995).
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self-organisation in the law, but that are also aware of —and embrace — complexity
theory.

Post and Johnson,” amongst others, have been at the forefront in bringing ideas of
complex adaptive systems to the law. Some of the work on this area follows Kauffman’s
studies into complexity theory in biological systems outlined in the second chapter.
According to the view, the law is an interconnected system which spontaneously arrives
at a highly-ordered states. Post and Johnson use the idea of patching in complex systems
to make both a descriptive and normative comment about the emergent faculties of the
law. Patching is, according to Kauffman, a method of looking at the interaction of
complex systems where its constituent elements are divided into quilt squares, or
patches. Each patch tries to achieve optimal fitness regardless of what the other elements
are doing, but in doing so they influence the overall state of the system as each patch
encourages co-evolution into more ordered and efficient states.”® Post and Johnson

propose that the law can be seen in similar light by saying that:

Legal institutions are (or should be) designed to solve problems defined over complex

systems [...]. If we are to have effective problem-solving in this complex policy space,

a central goal for the design of legal institutions is the formation of congruent,

independently optimizing decision-making sub-groups.”'

This is an interesting use of self-organisation, one that provides a useful theoretical
framework to look at the way in which legal decision-making is achieved. The
institutional self-organisation of legal networks seen is this light would perhaps provide

answers about how certain legal decisions are made, but also about how the web of law,

to use Smith’s term, comes together into a coherent whole.

49.Post D and Johnson D, “Chaos Prevailing on Every Continent”: A New Theory of Decentralized
Decision-Making in Complex Systems”, 73 Chicago-Kent Law Review 1055 (1999).

50.Ibid, p.262.

51.Post and Johnson, supra note 49, p.1084.
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Figure 3.4 Social network structure of the US Federal judiciary™

Social network and small world theories may provide some help to try to determine
the self-organising elements of the law. Following the patch example, self-organisation
occurs when constituent nodes in the network come together and affect one another,
consequently shaping the whole. If we think of the interaction between actors within the
network, particularly from a social network perspective, then we could try to see how
the legal web displays emergent features. For example, Katz and Stafford™ collected
data for 20,000 clerks working in the US Federal judiciary, and tried to paint a picture of
the social structure within that vast network. They found high levels of clustering
amongst clerks, which responded to scale-free topologies. Drawing from the complex
systems literature, the authors found that the high clustering was in no way a directed
phenomenon, and it displayed some form of self-organisation of the actors in the
network that was dependent on the initial conditions of the network, suggesting that
federal judicial actors self-organize at positions of criticality. Apparently, clerks who
knew each other tended to cluster together at later stages of their careers, shaping the
way in which the network organised. Unsurprisingly, some of the actors had more

connections, and these tended to become essential parts of the whole. When visualising

52.1bid.
53.Katz DM and Stafford DK. “Hustle and Flow: A Social Network Analysis of the American Federal
Judiciary”, 71:3 Ohio State Law Journal (2010).
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the links of acquaintance and publication of the nodes, a familiar scale-free topology

emerged (Figure 3.4).

2.2 Finding self-organisation in legal systems

From a theoretical perspective, autopoiesis and emergence in legal systems make a lot of
sense. Nonetheless, there real usefulness of the theory exists if we can identify self-
organising systems in the law.

Emison provides us with an invaluable test to recognise self-organising adaptive
systems in a policy context.”* In order to potentially make use of complexity theory in
environmental policy, he set out to discover whether the